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Preface

BaSoTI is facing a successful development, going into its fifth year, with the
associated conference going into its third year.

It was in 2005, that the University of Bremen, the University of Lübeck, the
ISNM - International School of New Media at the University of Lübeck, and the
University of Rostock joined forces for the first Baltic Summer School in Techni-
cal Informatics (BaSoTI). Supported by a sponsorship of the German Academic
Exchange Service (DAAD - Deutscher Akademischer Austausch Dienst), a series
of lectures was offered between August 1st and August 14th, 2005 at Gediminas
Technical University at Vilnius, Lithuania. The goal of the Summer School was
to intensify the educational and scientific collaboration of northern German and
Baltic Universities at the upper Bachelor and lower Master level.

In continuation of the successful program, BaSoTI 2 was again held at Vilnius,
from July 31st to August 14th, 2006, BaSoTI 3 took place in Riga, Latvia at
the Information Systems Management Institute, from August 26th to September
10th, 2007, BaSoTI 4 was held at the University of Tartu, Estonia, from August
8th to August 23rd, 2008, and BaSoTI 5 took place in Tartu, Estonia again,
from August 7th to August 22nd. Presently BaSoTI 6 is planned for August
2010 in Kaunas, Lithuania.

Since BaSoTI 3, the Summer School lectures have been complemented by a one
day scientific event on Advances in Telecommunications. The goal is to give
young, aspiring PhD candidates the possibility to learn to give and to survive
an academic talk and the ensuing discussion, to get to know the flair and habits
of academic publishing and to receive broad feedback from the reviewers and
participants. Moreover, the Summer School students would have a chance to
participate in what most likely would be their first academic research event.

The present proceedings give proof of the research results submitted by the
participants and lecturers of BaSoTI 5.

Clemens H. Cap
Rostock, October 2009.
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Abstract

Since the capacity of multiple-input multiple-output (MIMO) systems
increases linearly with the minimum number of antennas at both, the
transmitter as well as the receiver side, MIMO schemes have attracted
a lot of attention. However, non-frequency selective MIMO links have
reached a state of maturity. By contrast, frequency selective MIMO links
require substantial further research, leading in this contribution to a joint
optimization of the number of activated MIMO layers and the number
of bits per symbol along with the appropriate allocation of the transmit
power under the constraint of a given fixed data throughput. Our re-
sults show that in order to achieve the best possible bit-error rate, not
necessarily all MIMO layers have to be activated.

1 Introduction

In order to comply with the demand on increasing available data rates in partic-
ular in wireless technologies, systems with multiple transmit and receive anten-
nas, also called MIMO systems (multiple-input multiple-output), have become
indispensable and can be considered as an essential part of increasing both
the achievable capacity and integrity of future generations of wireless systems
[16, 23]. In general, the most beneficial choice of the number of activated MIMO
layers and the number of bits per symbol along with the appropriate allocation

7



of the transmit power offer a certain degree of design freedom, which substan-
tially affects the performance of MIMO systems. The well-known water-filling
technique is virtually synonymous with adaptive modulation [24] and it is used
for maximizing the overall data rate. However, delay-critical applications, such
as voice or streaming video transmissions, may require a certain fixed data rate.
For these fixed-rate applications it is desirable to design algorithms, which min-
imize the bit-error rate (BER) at a given fixed data rate.

Assuming perfect channel state information, the channel capacity can only be
achieved by using water-pouring procedures. However, in practical applica-
tion only finite and discrete rates are possible. Therefore in this contribution
the efficiency of fixed transmission modes is studied regardless of the channel
quality. However, non-frequency selective MIMO links have attracted a lot of re-
search and have reached a state of maturity [5]. By contrast, frequency selective
MIMO links require substantial further research, where spatio-temporal vector
coding (STVC) introduced by Raleigh seems to be an appropriate candidate
for broadband transmission channels, where multipath propagation is no longer
a limiting factor in data transmission [20, 21, 1]. Against this background, the
novel contribution of this paper is that we demonstrate the benefits of combining
a suitable choice of activated MIMO layers and number of bits per symbol along
with the appropriate allocation of the transmit power under the constraint of a
given data throughput.

The remaining part of this paper is organized as follows: Section 2 introduces
the system model and the considered quality criteria are briefly reviewed in
section 3. The proposed solutions of bit and power allocation are discussed in
section 4, while the associated performance results are presented and interpreted
in section 5. Section 6 provides some concluding remarks.

2 Broadband MIMO system model

When considering a frequency selective MIMO link, composed of nT transmit
and nR receive antennas, the block-oriented system is modelled by

u = H · c+w . (1)

In (1), c is the (NT×1) transmitted signal vector containing the complex input
symbols transmitted over nT transmit antennas in K consecutive time slots,
i. e., NT = K nT. This vector can be decomposed into nT antenna-specific
signal vectors cµ according to

c =
(

cT1 , . . . , c
T
µ , . . . , c

T
nT

)T
. (2)

8



In (2), the (K×1) antenna-specific signal vector cµ transmitted by the transmit
antenna µ (with µ = 1, . . . , nT) is modelled by

cµ = (c1µ, . . . , ck µ, . . . , cK µ)
T

. (3)

The (NR × 1) received signal vector u, defined in (1), can again be decomposed
into nR antenna-specific signal vectors uν (with ν = 1, . . . , nR) of the length
K + Lc, i. e., NR = (K + Lc)nR, and results in

u =
(

uT
1 , . . . ,u

T
ν , . . . ,u

T
nR

)T
. (4)

By taking the (Lc + 1) non-zero elements of the resulting symbol rate sampled
overall channel impulse response between the µth transmit and νth receive an-
tenna into account, the antenna-specific received vector uν has to be extended
by Lc elements, compared to the transmitted antenna-specific signal vector cµ
defined in (3). The ((K + Lc) × 1) signal vector uν received by the antenna ν
(with ν = 1, . . . , nR) can be constructed, including the extension through the
multipath propagation, as follows

uν =
(

u1 ν , u2 ν , . . . , u(K+Lc) ν

)T
. (5)

Similarly, in (1) the (NR × 1) noise vector w results in

w =
(

wT
1 , . . . ,w

T
ν , . . . ,w

T
nR

)T
. (6)

The vector w of the additive, white Gaussian noise (AWGN) is assumed to
have a variance of U2

R for both the real and imaginary parts and can still be
decomposed into nR antenna-specific signal vectors wν (with ν = 1, . . . , nR)
according to

wν =
(

w1 ν , w2 ν , . . . , w(K+Lc) ν

)T
. (7)

Finally, the (NR × NT) system matrix H of the block-oriented system model,
introduced in (1), results in

H =







H1 1 . . . H1nT

...
. . .

...
HnR 1 · · · HnR nT






, (8)

and consists of nR nT single-input single-output (SISO) channel matrices Hν µ

(with ν = 1, . . . , nR and µ = 1, . . . , nT). The system description, called spatio-
temporal vector coding (STVC), was introduced by Raleigh and can also be
seen as an extension of the data directed estimation (DDE) introduced by Hsu

[11]. Each of theses matrices Hν µ with the dimension ((K+Lc)×K) describes
the influence of the channel from transmit antenna µ to receive antenna ν in-
cluding transmit and receive filtering. The channel convolution matrix Hν µ

between the µth transmit and νth receive antenna is obtained by taking the
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(Lc + 1) non-zero elements of resulting symbol rate sampled overall impulse
response into account and results in:

Hν µ =



































h0 0 0 · · · 0

h1 h0 0 · · ·
...

h2 h1 h0 · · · 0
... h2 h1 · · · h0

hLc

... h2 · · · h1

0 hLc

... · · · h2

0 0 hLc
· · ·

...
0 0 0 · · · hLc



































. (9)

Throughout this paper, it is assumed that the (Lc + 1) channel coefficients,
between the µth transmit and νth receive antenna have the same averaged power
and undergo a Rayleigh distribution. Furthermore, a block fading channel model
is applied, i. e., the channel is assumed to be time invariant for the duration of
one SDM (spatial division multiplexing) MIMO data vector.

The interference, which is introduced by the off-diagonal elements of the channel
matrixH, requires appropriate signal processing strategies. A popular technique
is based on the singular-value decomposition (SVD) [10] of the system matrix
H, which can be written as H = S ·V ·DH, where S and DH are unitary ma-
trices and V is a real-valued diagonal matrix of the positive square roots of the
eigenvalues of the matrix HH H sorted in descending order. The transpose and
conjugate transpose (Hermitian) of D are denoted by DT and DH, respectively.
The SDM MIMO data vector c is now multiplied by the matrix D before trans-
mission. In turn, the receiver multiplies the received vector u by the matrix
SH. Thereby neither the transmit power nor the noise power is enhanced. The
overall transmission relationship is defined as

y = SH (H ·D · c+w) = V · c+ w̃ . (10)

As a consequence of the processing in (10), the channel matrix H is transformed
into independent, non-interfering layers having unequal gains.

3 Quality criteria

In general, the quality of data transmission can be informally assessed by using
the signal-to-noise ratio (SNR) at the detector’s input defined by the half vertical
eye opening and the noise power per quadrature component according to

̺ =
(Half vertical eye opening)2

Noise Power
=

(UA)
2

(UR)
2 , (11)
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Fig. 1: Resulting layer-specific SDM MIMO system model (with ℓ = 1, 2, · · · , L and
k = 1, 2, · · · ,K)

which is often used as a quality parameter [4]. The relationship between the
signal-to-noise ratio ̺ = U2

A/U
2
R and the bit-error probability evaluated for

AWGN channels and M -ary Quadrature Amplitude Modulation (QAM) is given
by [13, 19]

PBER =
2

log2(M)

(

1−
1

√
M

)

erfc

(
√

̺

2

)

. (12)

When applying the proposed system structure, the SVD-based equalization
leads to different eye openings per activated MIMO layer ℓ (with ℓ = 1, 2, · · · , L)
at the time k (with k = 1, 2, · · · ,K) within the SDM MIMO signal vector ac-
cording to

U
(ℓ,k)
A =

√

ξℓ,k · Us ℓ , (13)

where Us ℓ denotes the half-level transmit amplitude assuming Mℓ-ary QAM and
√

ξℓ,k represents the corresponding positive square roots of the eigenvalues of
the matrix HH H (Fig. 1). The layer-specific weighting factors are analyzed in

Fig. 2: PDF (probability density function) of the layer-specific amplitudes
√
ξℓ

(with ℓ = 1, 2, · · · , 4 and Lc = 1)

Fig. 2 and 3 for different parameters of Lc. Taking frequency selective MIMO
links rather than non-frequency selective MIMO links into account, large delay-
spreads seems to be highly beneficial and lead to further degree of design freedom
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Fig. 3: PDF (probability density function) of the layer-specific amplitudes
√
ξℓ

(with ℓ = 1, 2, · · · , 4 and Lc = 4)

as investigated in [17] or [8]. Together with the noise power per quadrature
component, the SNR per MIMO layer ℓ at the time k becomes

̺(ℓ,k) =

(

U
(ℓ,k)
A

)2

U2
R

= ξℓ,k
(Us ℓ)

2

U2
R

. (14)

Using the parallel transmission over L ≤ min(nT, nR) MIMO layers, the overall

mean transmit power becomes Ps =
∑L

ℓ=1 Ps ℓ, where the number of readily
separable layers1 is limited by min(nT, nR). Considering QAM constellations,
the average transmit power Ps ℓ per MIMO layer ℓmay be expressed as [7, 14, 19]

Ps ℓ =
2

3
U2
s ℓ (Mℓ − 1) . (15)

Combining (14) and (15), the layer-specific SNR at the time k results in

̺(ℓ,k) = ξℓ,k
3

2 (Mℓ − 1)

Ps ℓ

U2
R

. (16)

In order to transmit at a fixed data rate while maintaining the best possible
integrity, i. e., bit-error rate, an appropriate number of MIMO layers has to be
used, which depends on the specific transmission mode, as detailed in Tab. 1.
In general, the BER per SDM MIMO data vector is dominated by the specific
transmission modes and the characteristics of the singular values, resulting in
different BERs for the different QAM configurations in Tab. 1. An optimized
adaptive scheme would now use the particular transmission modes, e. g., by
using bit auction procedures [22], that results in the lowest BER for each SDM

1It is worth noting that with the aid of powerful non-linear near Maximum Likelihood
(ML) sphere decoders it is possible to separate nR > nT number of layers [9].
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throughput layer 1 layer 2 layer 3 layer 4

8 bit/s/Hz 256 0 0 0

8 bit/s/Hz 64 4 0 0

8 bit/s/Hz 16 16 0 0

8 bit/s/Hz 16 4 4 0

8 bit/s/Hz 4 4 4 4

Tab. 1: Investigated transmission modes

MIMO data vector. This would lead to different transmission modes per SDM
MIMO data vector and a high signaling overhead would result. However, in
order to avoid any signalling overhead, fixed transmission modes are used in
this contribution regardless of the channel quality. The MIMO layer specific
bit-error probability at the time k after SVD is given by [4]

P
(ℓ,k)
BER =

2
(

1− 1
√

Mℓ

)

log2(Mℓ)
erfc

(

√

ξℓ,k
2

·
Us ℓ

UR

)

. (17)

The resulting average bit-error probability at time k assuming different QAM
constellation sizes per activated MIMO layer results in

P
(k)
BER =

1
∑L

ν=1 log2(Mν)

L
∑

ℓ=1

log2(Mℓ)P
(ℓ,k)
BER . (18)

Taking K consecutive time slots into account, needed to transmit the SDM
MIMO data vector, the aggregate bit-error probability per SDM MIMO data
vector yields

PBERblock =
1

K

K
∑

k=1

P
(k)
BER . (19)

When considering time-variant channel conditions, rather than an AWGN chan-
nel, the BER can be derived by considering the different transmission block
SNRs.

Assuming that the transmit power is uniformly distributed over the number of
activated MIMO layers, i. e., Ps ℓ = Ps/L, the half-level transmit amplitude Us ℓ

per activated MIMO layer results in

Us ℓ =

√

3Ps

2L (Mℓ − 1)
. (20)

The layer-specific signal-to-noise ratio at time k, defined in (14), results together
with (20) in

̺(ℓ,k) = ξℓ,k
3

2L (Mℓ − 1)

Ps

U2
R

= ξℓ,k
3

L (Mℓ − 1)

Es

N0
, (21)
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Fig. 4: Resulting layer-specific system model including MIMO-layer PA

with
Ps

U2
R

=
Es

N0/2
. (22)

Finally, the MIMO layer-specific BER at the time k is now given by:

P
(ℓ,k)
BER =

2
(

1− 1
√

Mℓ

)

log2(Mℓ)
erfc

(
√

3 ξℓ,k
2L (Mℓ − 1)

Es

N0

)

. (23)

The resulting average bit-error probability taking the different number of acti-
vated MIMO layer at the time k into account, is obtained as

P
(k)
BER =

2

R

L
∑

ℓ=1

(

1−
1

√

Mℓ

)

erfc

(
√

3 ξℓ,k
2L (Mℓ − 1)

Es

N0

)

, (24)

with

R =
L
∑

ℓ=1

log2(Mℓ) , (25)

describing the number of transmitted bits at the time k. Finally, the aggregate
bit-error probability per SDM MIMO data block can be calculated by taking
(19) into account.

4 Adaptive MIMO-layer Power Allocation

In systems, where channel state information is available at the transmitter side,
the knowledge about how the symbols are attenuated by the channel can be used
to adapt the transmit parameters. Power allocation can be used to balance the
bit-error probabilities in the activated MIMO layers. Adaptive power allocation
(PA) has been widely investigated in the literature [15, 18, 12, 1].

The BER of the uncoded MIMO system is dominated by the specific layers
having the lowest SNR’s. As a remedy, a MIMO-layer transmit PA scheme is
required for minimizing the overall BER under the constraint of a limited total
MIMO transmit power. The proposed PA scheme scales the half-level transmit
amplitude Us ℓ of the ℓth MIMO layer by the factor

√
pℓ,k. This results in a

MIMO layer-specific transmit amplitude of Us ℓ
√
pℓ,k for the QAM symbol of

14



the transmit data vector transmitted at the time k over the MIMO layer ℓ (Fig.
4). Applying MIMO-layer PA, the half vertical eye opening per MIMO layer ℓ
at the time k becomes

U
(ℓ,k)
PA =

√
pℓ,k ·

√

ξℓ,k · Us ℓ . (26)

Now the layer-specific signal-to-noise ratio, defined in (21), is changed to

̺
(ℓ,k)
PA =

(

U
(ℓ,k)
PA

)2

U2
R

= pℓ,k ·
3 ξℓ,k

L (Mℓ − 1)

Es

N0
= pℓ,k · ̺(ℓ,k) . (27)

Using (12) and (27), along with the MIMO detector’s input noise power, the
resultant layer-specific BER at the time k can be calculated according to

P
(ℓ,k)
BERPA =

2
(

1− 1
√

Mℓ

)

log2(Mℓ)
erfc

(
√

3 pℓ,k ξℓ,k
2L (Mℓ − 1)

Es

N0

)

. (28)

Finally, the BER at the time k, applying MIMO-layer PA, results in

P
(k)
BERPA =

2

R

L
∑

ℓ=1

(

1−
1

√

Mℓ

)

erfc

(
√

3 pℓ,k ξℓ,k
2L (Mℓ − 1)

Es

N0

)

. (29)

The aggregate bit-error probability per SDM MIMO data block can be calcu-
lated by taking (19) into account. Applying MIMO-layer PA, the information
about how the symbols are attenuated by the channel, i. e., the singular-values,
has to be sent via a feedback channel to the transmitter side and leads to a
high signalling overhead that is contradictory to the fix transmission modes
that require no signalling overhead. However, as shown in [6] a vector quantizer
(VQ) can be used to keep the signalling overhead moderate. Here, a VQ for the
power allocation parameters instead of the singular values guarantees a better
adaption at a given codebook size, since the power level vectors has less or equal
dimensions than the singular-value vectors [6]. Moreover, its elements are much
smaller digits ranged from 0 to 1, rather than from 0 to +∞ in the singular-
value vector case. Hence, the entropy of the power level vectors is smaller, which
benefits the quantization accuracy and the feedback overhead.

The aim of the forthcoming discussions is now the determination of the values√
pℓ,k for the activated MIMO layers. A common strategy is to use the La-

grange multiplier method in order to find the optimal value of
√
pℓ,k for each

MIMO layer ℓ and time k needed to transmit the SDM MIMO data vector. The
Lagrangian cost function J(p1,k, · · · , pL,k) may be expressed with (29) as

J(p1,k, · · · , pL,k) = P
(k)
BERPA + λBL , (30)

where λ is the Lagrange multiplier [18]. The parameter BL in (30) describes
the boundary condition taking the transmit power restriction per time slot into
account and results in

BL =
L
∑

ℓ=1

pℓ,k − L = 0 . (31)
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Unfortunately, the Lagrange multiplier method often leads to excessive-complexity
optimization problems [4]. Therefore, suboptimal power allocation strategies
having a lower complexity are of common interest [4, 18]. A natural choice is
to opt for a PA scheme, which results in an identical signal-to-noise ratio

̺
(ℓ,k)
PA equal =

(

U
(ℓ,k)
PA equal

)2

U2
R

= pℓ,k · ̺(ℓ,k) (32)

for all activated MIMO layers at the time k, i. e., in

̺
(ℓ,k)
PA equal = constant ℓ = 1, 2, · · · , L . (33)

The power to be allocated to each activated MIMO layer at the time k can be
shown to be calculated as follows [4]:

pℓ,k =
(Mℓ − 1)

ξℓ,k
·

L
L
∑

ν=1

(Mν−1)
ξν,k

. (34)

The only difference between the optimum PA and the equal SNR PA is the
consideration of the factor (1 − 1/

√
Mℓ) by the optimum PA. Taking (34) and

(20) into account, for each symbol of the SDM MIMO data vector, transmitted
at the time k over the number of activated MIMO layers, the same half vertical
eye opening of

U
(ℓ,k)
PA equal =

√
pℓ,k ·

√

ξℓ,k · Us ℓ =

√

√

√

√

√

3Ps

2
L
∑

ν=1

(Mν−1)
ξν,k

(35)

can be guaranteed (ℓ = 1, · · · , L), i. e.,

U
(ℓ,k)
PA equal = constant ℓ = 1, 2, · · · , L . (36)

When assuming an identical detector input noise variance for each channel out-
put symbol, the above-mentioned equal quality scenario (33) is encountered,
i. e.,

̺
(ℓ,k)
PA equal =

(

U
(ℓ,k)
PA equal

)2

U2
R

=
Es

N0

3
L
∑

ν=1

(Mν−1)
ξν,k

. (37)

Analyzing (37), nearly the same BER can be achieved on all activated MIMO
layers at a given time k. However, different BERs arise for the K consecutive
time slots needed to transmit a given SDM MIMO data vector. Therefore,
the BER per SDM MIMO signal vector is mainly dominated by the symbol
positions having the lowest SNR’s. Furthermore, taking the time-variant nature
of the transmission channel into account, different BERs arise for different SDM
MIMO data blocks. In order to overcome this problem, the number of transmit
or receive antennas has to be increased or coding over the different data blocks
should be used [3, 2].
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Fig. 5: BER without PA when using the transmission modes introduced in Tab. 1
and transmitting 8 bit/s/Hz over frequency selective channels with Lc = 1

5 Results

In this contribution the efficiency of fixed transmission modes is studied regard-
less of the channel quality. Assuming predefined transmission modes, a fixed
data rate can be guaranteed. The obtained BER curves are depicted in Fig.
5 and 6 for the different QAM constellation sizes and MIMO configurations of
Tab. 1, when transmitting at a bandwidth efficiency of 8 bit/s/Hz within a
given bandwidth2.

Assuming a uniform distribution of the transmit power over the number of acti-
vated MIMO layers, it turns out that not all MIMO layers have to be activated
in order to achieve the best BERs. More explicitly, our goal is to find that
specific combination of the QAM mode and the number of MIMO layers, which
gives the best possible BER performance at a given fixed bit/s/Hz bandwidth
efficiency. The Es/N0 value required by each scheme at BER 10−4 was extracted
from Fig. 5 and 6 and the best systems are shown in bold in Tab. 1. Comparing
the results depicted in Fig. 5 and 6, it can be seen that a high delay spread is
quite beneficial for a good overall performance.

Further improvements are possible by taking the adaptive allocation of the trans-
mit power into account. The differences between the optimal and the suboptimal
equal SNR PA, as investigated in [5], show a negligible performance gap between
the optimal and the equal SNR PA. The only difference between the optimum
PA and the equal SNR PA is the consideration of the factor (1−1/

√
Mℓ) by the

optimum PA. However, their influence, introduced by the layer-specific QAM
constellation sizes, is by far too small to generate remarkable differences in the

2The expression lg(·) is considered to be the short form of log10(·).
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Fig. 6: BER without PA when using the transmission modes introduced in Tab. 1
and transmitting 8 bit/s/Hz over frequency selective channels with Lc = 4

performance [5]. Furthermore, from Fig. 7 and 8 we see that unequal PA is
only effective in conjunction with the optimum number of MIMO layers. Using
all MIMO layers, our PA scheme would assign much of the total transmit power
to the specific symbol positions per MIMO layer having the smallest singular
values and hence the overall performance would deteriorate.

mode (16, 4, 4, 0) (16, 16, 0, 0) (64, 4, 0, 0) (4, 4, 4, 4)

pdf 0.881 0.112 0.007 0

Tab. 2: Probability of choosing specific transmission modes at a fixed data rate by
using optimal bitloading (10 · lg(Es/N0) = 10 dB and Lc = 1)

However, the lowest BERs can only be achieved by using bit auction procedures
leading to a high signalling overhead [22]. Analyzing the probability of choosing
a specific transmission mode by using optimal bitloading, as depicted in Tab.
2, it turns out that only an appropriate number of MIMO layers has to be
activated, e. g., the (16, 4, 4, 0) QAM configurations. The results, obtained by
using bit auction procedures justify the the choice of fixed transmission modes
regardless of the channel quality as investigated in the contribution.

6 Conclusion

Bit and power loading in broadband MIMO systems were investigated. It turned
out, that the choice of the number of bits per symbol as well as the number of
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Fig. 7: BER with PA (dotted line) and without PA (solid line) when using the
transmission modes introduced in Tab. 1 and transmitting 8 bit/s/Hz over frequency

selective channels with Lc = 1

activated MIMO layer substantially affects the performance of a MIMO system,
suggesting that not all MIMO layers have to be activated in order to achieve the
best BERs. The main goal was to find that specific combination of the QAM
mode and the number of MIMO layers, which gives the best possible BER
performance at a given fixed bit/s/Hz bandwidth efficiency. The Es/N0 value
required by each scheme at BER 10−4 was extracted from computer simulations
and the best systems are shown in bold in Tab. 1.

Fig. 8: BER with PA (dotted line) and without PA (solid line) when using the
transmission modes introduced in Tab. 1 and transmitting 8 bit/s/Hz over frequency

selective channels with Lc = 4
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Abstract

Along with the emergence of Wireless Sensor Network (WSN) ap-
plications, energy efficiency, Quality-of-Service (QoS) and scalability are
becoming key design challenges. In our former work, various clustering
and routing algorithms have been proposed as management strategies for
WSNs. In this paper, we classify WSNs according to their properties of
deployment, and summarize our management strategies to address the
characteristics of each class. We mainly focus on the clustering and rout-
ing algorithms, where various kinds of context information are utilized as
design parameters to achieve optimal performance.

1 Introduction

Wireless Sensor Networks (WSNs) are composed of sensor nodes, which mea-
sure physical parameters in terrains of interest, such as temperature, humidity,
presence of objects etc., and send gathered data to a data sink where informa-
tion is processed. As sensor nodes are left unattended after deployment, sensor
nodes are usually battery powered. Therefore, energy remains one of the critical
resources of WSNs. One of the main components of energy consumption is wire-
less communication that is usually carried out by on-board radio transceivers.
During radio signal propagation, the transmission power decreases proportion-
ally to the square of distance or worse. For nodes with limited transmission
power, transmission range as well as bandwidth is also highly constrained in
WSNs. Recent advances of electronic technology yield small and inexpensive
sensor nodes [6], and motivate development of large-scale networks. Therefore,
scalability is becoming another major design attribute of WSNs.
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Since radio communication among sensor nodes is the main drain of energy
in WSNs, reducing the amount of radio transmission becomes the goal of our
resource management. Clustering and routing algorithms are two major research
fields to address the objectives (e.g. prolonging the lifetime of WSNs, achieving
scalability for large-scale networks, etc.) of our management strategies. The
objective is the efficient use of resources (e.g. battery power, bandwidth, etc.)
in WSNs.

2 Strategies of Resource Management

Management of WSNs can be either centralized or distributed. In a centralized
WSN, nodes are connected hierarchically with the data sink as the root of the
structure [15, 11]. In contrast, networks of large physical dimension tend to be
distributed, meaning that nodes are organized locally and communicate with
each other using multi-hop routing. [9, 13].

By organizing nodes into small groups, clustering techniques aid effectively to
the energy-efficiency and scalability of large-scale WSNs. A generic cluster has
a cluster head and several cluster members. Sensor nodes transmit data only to
the local cluster heads which aggregate received data and route them to data
sink. Aggregated data is routed to data sink through an overlay of cluster heads
[16], while releasing the cluster members from the global routing tasks.

In centralized networks, routing paths are established statically using specific
network structures. In [15] and [11], a WSN is structured as a spanning tree joint
by cluster heads, with the data sink at its root. In distributed networks, routing
paths are built dynamically using the local knowledge of nodes [14, 10, 12]. For
delay sensitive WSN applications that require real-time services, time for a
detected event to arrive at data sink is of significant importance. In WSNs,
efficient routing paths between sensor nodes and data sink can help to achieve
both energy-conservation and high QoS.

In [11, 14, 10, 12, 13], we have proposed various clustering and routing algo-
rithms as management strategies for WSNs. In this paper, we categorize WSNs
according to their properties, and apply our algorithms to suit each class. The
taxonomy of our strategies is illustrated in Figure 1. Our algorithms tightly
involve context information as important parameters. For instance, the bat-
tery status of sensors is one of the essential considerations during clustering
and routing processes. As WSNs are deployed to various environments, context
information regarding the terrain can influence the performance of WSNs. The
existence of deployment voids, for example, is also considered as an important
parameter of designing the clustering and routing algorithms.
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Fig. 1: Classification of WSNs and management strategies

2.1 Strategies in centralized WSNs

Small-scale WSNs are usually organized in a centralized manner, where nodes
are connected in a static structure to the data sink. We proposed the Clustering
with Dynamic Budget (CDB) algorithm and the Interactive Clustering with
Dynamic Budget (ICDB) algorithm [11] to generate spanning tree structures
(Figure 2(a)) in WSNs, where hierarchical routing from nodes to data sink can
be applied. Both clustering algorithms do not only target energy conservation
and scalability of WSNs, but also efficient routing between sensor nodes and
data sink. CDB and ICDB initiate a clustering process from the data sink, and
recruit nodes in the growing tree structure.

Careful selection of cluster heads and optimal formation of clusters help to im-
prove the end-to-end delay of packets. Clusters with bounded sizes contribute
dramatically to the efficient task allocation and energy balance within WSNs
[5]. A way to form bounded clusters is to constrain cluster sizes with a prede-
fined budget value. In such budget-based clustering algorithms, cluster heads
are assigned budget values that indicate the maximum number of their cluster
members. Sensor nodes in a network typically have different remaining energy
or activities, which contributes to the complexity of the network. Our algo-
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Fig. 2: Classification of WSNs and clustering strategies. (a). Centralized
hierarchical clustering (CDB; ICDB). (b). Distributed geographic clustering

(GAF&Co).

rithms utilize such context information in estimation of dynamic budget values,
election of cluster heads, as well as selection of cluster members. In CDB, cluster
heads with more remaining energy are assigned bigger budget values to improve
load balancing. Sensor nodes with higher activity rates are placed nearer (in
terms of hops in a spanning tree) to data sink, so fewer hops will be needed
for frequent messages coming from the active nodes. As an extension to CDB,
ICDB employs activity rates of cluster members as feedback to further optimize
the size of the clusters.

2.2 Strategies in distributed WSNs

Large-scale WSNs tend to be organized in a distributed manner, where nodes are
locally self-organized. Routing via multiple hops is the major source of energy
consumption in distributed WSNs, which also affects significantly QoS of the
network application. Among various routing algorithms, single-path geographic
routing with Greedy Forwarding (GF) is attractive for WSNs [2]. In a basic GF
algorithm, a node communicates only with its direct neighbors (1-hop). The
neighboring node that further minimizes the remaining distance of a packet to
its destination is selected as the next hop. Such localized routing approach is ef-
fective and accommodates dynamically to changes, which only requires position
information of sensor nodes.

However, voids in the deployment or node failure can cause routing holes [1]
in the network, which often cause traditional geographic routing algorithms to
fail. This is basically caused by the local minimum phenomenon illustrated in
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Figure 3(a). When using GF, packets get stuck at node A since there is no
neighbor node closer to the destination than node A itself. In this section, we
summarize our strategies addressing the local minimum problem from different
perspectives. In dense networks, distributed clustering algorithm GAF&Co [13]
is used to conserve energy by switching off redundant nodes. For carefully
deployed networks, simple variants of GF (VIP; HVP [14, 10]) are introduced to
bypass small routing holes while keeping overhead low. For networks with large
voids, dedicated detour paths are constructed with routing algorithm HobyCan
[12] around routing holes.

Distributed geographic clustering (GAF&Co): As more and more sen-
sor nodes are employed in modern WSNs, redundancy of sensor nodes can be
utilized to conserve energy. Some clustering algorithms [9, 7] divide a geo-
graphical region into a number of smaller zones, namely clusters. Nodes are
classified into clusters according to their geographic properties. In each cluster,
only one representative node is active, while the redundant nodes operate in
energy-saving mode to prolong network lifetime. Routing activities are carried
out only by the representative nodes, namely the cluster heads.

It is observed that the connectivity of a network is reduced by such clustering
algorithms, where only a subset of nodes is involved in global routing. When
applying a generic geographic routing algorithm, it is more likely to encounter
the routing hole problem as only a subset of nodes is active. We presented a
novel clustering algorithm called GAF with COnnectivity-awareness (GAF&Co)
to prevent routing holes introduced by switching off nodes. The proposed al-
gorithm divides a network into hierarchical hexagonal cells, as in Figure 2(b).
Each hexagonal cell has 6 triangular sub-cells. One set of the sub-cells with the
same relative position in the hexagonal cells are set to be the active sub-cells,
where one sensor node of each sub-cell is kept active for routing activities. The
rest of sensor nodes are switched to energy-saving mode.

The main objective of GAF&Co is to avoid routing holes caused by existing
clustering strategies. As in Figure 3(b), the maximal angle formed by points
in an active sub-cell and its 2 neighboring active sub-cells (angular adjacent) is
not greater than 2π/3. As proved in the TENT rule [3], a node is not a local
minimum when there is no angle spanned by a pair of its angularly adjacent
neighbors greater than 2π/3. In GAF&Co, as long as every sub-cell has at least
one sensor node, local minimums can be eliminated and geographic routing with
greedy forwarding can be simply applied.

Look-ahead geographic routing for smaller voids (ViP; HVP): Many
ideas have been proposed to address the routing hole problem in WSNs [1].
To improve the success rate of geographic routing for sparsely-deployed WSNs
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Fig. 3: (a). An example of local minimum (node A). (b). An example of TENT
rule. When ∠ BAC is greater than 2π/3 (left figure), the perpendicular bisector of

BA and CA, together with the communication bounder of node A, forms a shadowed
area outside the transmission range of node A, where a point is closer to node A
than to node B or node C. When a packet with a destination (e.g. node D) in the
shadowed area arrives, node A becomes a local minimum since there is no neighbor
closer to the destination than node A itself. When the minimal angle formed by 2
angular adjacent neighbors of node A is not greater than 2π/3 (right figure), the

shadowed area disappears and node A can always find a neighbor which is nearer to
any point outside its transmission range.

or WSNs with small routing holes, we proposed the Greedy Forwarding with
Virtual Position (ViP) and the Greedy Forwarding with Hierarchical Virtual
Position (HVP) algorithms [14, 10]. The main advantage of our approaches
is that the algorithms simply employ GF throughout the routing process, and
inherently result in high routing efficiency as the basic GF algorithms. In the
mean time, the amount of control overhead of the proposed algorithms is strictly
limited.

The virtual position of a node is introduced as the middle point of all its direct
neighbors. Each node calculates its virtual position, and broadcasts its virtual
position to its direct neighbors. The information of virtual position is stored
on nodes themselves and their direct neighbors. The virtual position of a node
indicates how the direct neighbors are located around the node on average,
hence it is a suitable metric to demonstrate the tendency of further forwarding
during geographic routing.

ViP is a look-ahead geographic routing algorithm based on the coordinate sys-
tem of virtual positions. ViP uses virtual positions of nodes to consider farther
neighbors in the look-ahead routing process, and therefore avoids packets from
going into local minimums. ViP has two variants called Greedy-ViP and MFR-
ViP, which are based on the principle of the two basic GF algorithms, the Greedy
[4] and MFR (Most Forwarding progress within Radius) [8], respectively. An
example of ViP is shown in Figure 4(a). To further improve the success rate,
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we extended ViP to “higher-level virtual position” that considers farther nodes
(neighbors of K-Hop, K≥1) in routing. The Kth-level virtual position (K≥2)

of a node can be iterated from the (K-1)th-level virtual positions of the node
and its direct neighbors. We also proposed HVP to use the combination of all
K-level virtual positions (K≥1) and the geographic positions of nodes.
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Fig. 4: Classification of distributed WSNs and routing strategies (a). An example of
the ViP algorithm. For a packet from node 10 to node 13, both Greedy and MFR
get stuck at node 12, since there is no neighbor that can make further progress
towards the destination. In contrast, the virtual position of node 12 is strongly

left-biased due to the void on the right side of node 12. As a result, MFR-ViP finds a
path (10-11-12-16-21-17-13) around the hole using virtual positions of nodes. (b). An
example of the HobyCan algorithm, where 3 detour paths are constructed around a

routing hole.

Routing path construction for large voids (HobyCan): To lead packets
around large routing holes, we proposed a novel geographic routing algorithm
“HOle-BYpassing routing with Context-AwareNess (HobyCan)” [12]. Our al-
gorithm dynamically constructs multiple detour paths around routing hole(s)
and uses them alternatively for routing.

HobyCan protocol is designed for the common “many-to-one” communication
model of WSNs, where packets are sent from sensor nodes towards a single
data sink. Therefore, detour paths are constructed from a local minimum up
to the data sink. As in Figure 4(b), detour paths are disjoint from each other,
while packets can be transferred from one detour path to another based on the
context of the network. For packet routing around a hole, a suitable path can
be dynamically determined from the set of detour paths. As a result, the energy
consumption is fairly distributed with more nodes on extra detour paths. Such
mechanism aims at finding optimal routing paths, as well as balancing of routing
load among sensor nodes.
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3 Conclusion

In this paper, we analyze the properties of WSNs from the system perspective,
and classify them into different categories. In order to manage the resources
(e.g. battery power, bandwidth, etc.) in WSNs, we review the clustering and
routing algorithms in our former work, and apply them to meet the characteristic
of WSNs of each category. The objectives of our management strategies are
prolonging the lifetime of WSNs, meeting the QoS, and achieving scalability for
large-scale networks.
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Abstract

Cooperative ARQ (C-ARQ) is a perfect example of cooperative mech-
anism that increases network reliability using spatial diversity. There
has been a huge interest in research community on this protocol since it
enables the nodes to virtually increase their capability in terms of both
communication and signal processing. Since C-ARQ mainly makes profit
out of spatial diversity of the nodes it is highly important to determine
the position of the nodes in order to get optimal solution. In this pa-
per an attempt has been made to find out the node positions for optimal
QoS as well as a study has been made on the performance of the system
depending on nodal positions with respect to Hybrid ARQ (H-ARQ).

1 Introduction

Wireless networks are believed to capture the telecommunication market in near
future because of the widespread solutions provided by them. It has experienced
an exponential growth [3] in the last decade and has become critical part of daily
life. Because of it’s widespread acceptibility a significant number of researches
have been carried out in this field and still research is going on some sectors, viz.
Wireless sensor network, Ad-hoc mobile in disaster management, Swarm intelli-
gence in wireless newtwork, Self-organizing wireless network, Wireless local area
network (WLAN).
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One of the most important properties of wireless medium is its broadcasting
nature. Due to this some unintended recipients in the vicinities can interrupt the
signal. Interference is also the result of this property only. Since data packets
traverse through unguided media in case of wireless networks, many reasons
like path loss, and obstacles in the path deteriorates the quality of the signal in
recipient site. Automatic repeat request protocol (ARQ) had been proposed to
increase data transfer reliability only. Some popular ARQ mechanisms are Stop
and wait ARQ, Go-back N ARQ, and Hybrid ARQ (H-ARQ). However none of
them uses the spatial diversity and eavesdropping that are two basic properties
of radio medium. In cooperative ARQ (C-ARQ) these properties have been
utilized along with the retransmission of the original version of the corrupted
packet.

Cooperative ARQ helps to retransmit the corrupted packet by actively involving
some nodes other than the source or destination that falls within the vicinity.
Apart from the sender / transmitter (BS/Access point) and receiver that node
is termed as relay node or the co-operator [5]. Whenever the receiver doesn’t
satisfactorily receive data packets the relay node is asked to transmit it to the
receiver and thus enhances the channel performance. Since both channels are
independent of each other thus the overall performance can be said to increase
by using the spatial diversity.

However a number of researches have already been carried out on this particular
domain. In this paper a delay model of a single-source single-relay cooperative
ARQ protocol has been adopted [1]. This protocol is based on slotted radio
networks with Poisson frame arrivals. Other work on this topic is cooperative
communication in Gaussian Relay for a single source [2] and recently some works
have been done on multiple sources [4, 9] also. However none of them has treated
spatial design properly.

2 Working principle of a type I H-ARQ and C-

ARQ Model

Throughout this paper, analysis has been carried out on type - I C-ARQ model,
so the following section deals with the description of that model only. Addition-
ally a brief description of type I H-ARQ has also been incorporated for better
understanding.

In type - I H-ARQ models both error detection and correction capabilities are
present. It works as follows:
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Transmitter sends data frame X = I, now three cases might be possible. If I is
received and decoded properly at receiver, R sends back an acknowledgement
signal I+1, after which T again sends a new data frame. If I is received but not
decoded properly acknowledgement I is sent requesting T to retransmit frame I.
If the data frame is not received at all a timeout is used at T for retransmitting
the data.

In type - I C-ARQ protocol C transmits the exact copy of the data that it
received from the transmitter T. Four sequences to data and acknowledgement
exchanges are possible which are described as follows:

R receives the signal properly sent by T. Here X = I is transmitted by T and
acknowledged by R with a signal I+1. After acknowledgement T may transmit
I+1.

Fig. 1: R successfully decodes the data sent by T

In the 2nd case R receives data properly with the help of C. Data frame X =
I was sent by T, which was not correctly decoded by R. But it was properly
received and decoded by C. R sends a retransmission request to C using the
acknowledgement signal I. After that C sends data frame I, which is correctly
received by R. R sends signal I+1 to T. Next T may start to transmit X = I+1.

Fig. 2: R successfully decodes data frame I with help of C

In the 3rd case R doesn’t receive data frame sent by C properly due to some
transmission errors. This case starts just like the previous one; but in this case
X = I, sent by C is not correctly received by R. R send signal I to T in order to
request to begin a new transmission of X = I.
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Fig. 3: R couldn’t successfully decodes data frame I sent by C because of

transmission errors

In the last case timeout gets expired. For various causes T may not get ac-
knowledgement signal from R. Here a timeout is used to bypass deadlock. In
the following figure X = I is transmitted by T, which is not correctly decoded
at R. R send a retransmission request to C by signal I. But in this case even C
was not able to decode the data X = I, transmitted by T. So it is not able to
cooperate. Here the timeout becomes handy and upon its expiration T starts
the transmission sequence X = I.

Fig. 4: Deadlock avoidance by timeout

3 Spatial Diversity Optimization

In this part lies the main contribution of this paper. In order to design the
model following assumptions has been made:

1. The system is single source single relay single receiver model,

2. The system enjoys BPSK modulation in its physical layer,

3. All nodes have been considered identical i.e. their antenna gains are same,

4. Carrier frequency is constant throughout this protocol modelling,

5. Transmitter power is constant and doesn’t vary with time,

6. Service examples implementations
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7. Thermal and interference noise power doesn’t vary during the operation.

With following assumptions we can consider the following equation [6]:

Er = K/r2, (1)

where K is a constant, having a unit of power/distance2 and Er is the received
power at the receiver.

In figure 2, T is the transmitter node, R is the receiver and C the cooperative
or relay node.

Fig. 5: Node placement of the C-ARQ model

Now SNR of a link (T-C or C-R etc) can be derived using [8] as follows:

SNRlink = Pr / (Pthermal + PINI) (2)

For BPSK,BERlink = Q(
√

2 SNRlink) [8] and after proper simplification:

BER = Q(Ki/r) (3)

The value of Ki depends on the value of K and thermal and interference (nodal)
noise power and has been considered constant throughout this discussion.

As per the definition of Q(.) it can also be expressed approximately in terms of
exponential function:

Q(x) = exp(−x2/2) / (
√

2π) x (4)

Using equation (3) for the model, described in Fig. 5, the Probability of success
of getting a symbol correctly is:
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Preceiver = 2−Q(Ki/r1)−Q(Ki/r2)−Q(Ki/r3) +Q(Ki/r1)Q(Ki/r3) (5)

From (4) and (5),

Preceiver = 2 −

exp(−K2
i /2r

2
2)

(
√

2π)Ki/r2
−

1

(
√

2π)Ki

(r1 exp(−K2
i /2r

2
1) +

r3 exp(−K2
i /2r

2
3)) +

r1r3
2πK2

i

exp(−K2
i /2)

(1/2r21 + 1/2r23)

(6)

If the distance between the transmitter and the receiver remains constant, then
the entire design issue comes on the placement of the cooperative node. In
this model r2 is fixed and only variables are r1 and r3. So equation (6) can be
written as:

Preceiver = [A−B/(
√

2π)Ki] (7)

In equation (7) A is constant and only variable is B. In order to maximize the
value of Preceiver we must decrease B.

B is a function of two variables r1 and r3, and it can be written as:

B = f(r1, r3) = r1 + r3 + K4
i (1/8r

3
1 + 1/8r33) + Ki(r1/r3 + r3/r1) +

K3
i

8
√

2π
(r1/r

3
3 + r3/r

3
1) − K2

i (1/2r1 + 1/2r2) − r1r3/(
√

2π)Ki

(8)

Considering r1 = rc1 and r3 = rc3 as the optimal points, i.e. rc1 and rc3 are the
distance values for maximum probability of success, local minima can be guessed
from equation (8) applying the below mentioned formula of 2nd order partial
derivative for two variables. Thus the best value for Preceiver can be calculated.

D(rc1, r
c
3) = Fr1r1(r

c
1, r

c
3)Fr3r3(r

c
1, r

c
3) − [Fr1r3(r

c
1, r

c
3)]

2 > 0

and

Fr1r1(r
c
1, r

c
3) > 0 (9)

Equation (9) determines the optimal distance in type I C-ARQ.
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4 Effect of nodal position on performance char-

acteristics

Queuing model of a type - I C- ARQ can be realised in terms of probability as
the following figure:

Fig. 6: Queuing model of a type - I C-ARQ

From [1] it can be found that if Ptr is the expected probability that node r
doesn’t successfully decode the symbol received from node t, Pcr is the ex-
pected probability that node r doesn’t successfully decode the symbol received
from node c and Ptc is the expected probability that node c doesn’t success-
fully decode the symbol received from node t then the probability that upon
completion of service at t the job will come back to it again (irrespective of the
possibility of transition through c) can be written as:

P = Ptr(Ptc + (1− Ptc) Pcr) (10)
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Considering Ptr as the corresponding probability for normal Hybrid ARQ (H-
ARQ) it is possible to calculate the retransmission rate gain [1] as:

Gp = P (type I H −ARQ) / P (type I C −ARQ) (11)

and throughput gain [1] as

Gth = [1 − P (type I C −ARQ)] / [1 − P (type I H −ARQ)] (12)

Since for BPSK bit error rate and symbol error rate are equal [7] we can use
equations (3) and (5) in order to check the effect of the nodal position on the
performance index.

5 Results

In order to analyze the C-ARQ model the above mentioned performance indices
retransmission gain (Gp) and throughput gain (Gth) have been considered. Vari-
ations of these two parameters have been studied with respect to the change in
the distance (r3) between co-operative node and the receiver node. Here the
distance (r2) between the transmitter and the receiver has been considered fixed
and sum of the distances between the transmitter and the relay (r1) and the
relay and the receiver (r3) have been considered fixed for each analysis. Thus it
is possible to analyze the variation of the gains with respect to r3 considering
some fixed predefined values of r1 + r3.

In this curve change of value in Gp has been shown with respect to the change
in r3 considering some appropriate values of Ki, r2 and r1 + r3.

6 Conclusions

From the curve it is possible to do comparative analysis of the effect of node
placement on different performance index. It is clear that the distance between
the relay and the receiver should be kept as low as possible in order to maximize
the gains (distances shown the curves are scaled).

From figure 7 it can be concluded that for a fixed value of r2 if the sum of the
distances r1 and r3 increases Gp decreases however at the particular value of
r3 it becomes almost fixed. In figure 8 it is clear that for a fixed value of r2 if
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Fig. 7: Gp vs r3 curve

the sum of the distances r1 and r3 increases Gth also increases however at the
particular value of r3 it becomes almost fixed. Considering these two graphs a
trade-off between the gains and distance can be made.

Fig. 8: Gth vs r3 curve

Further work on this topic includes a more complex model having multiple
transmitter and receiver and effect of different modulation technique and cross
layer approach for further modification of the cooperative system.
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Abstract

The basic idea presented in this paper is to use interference aware

routing with predicted interference. Noise and other values are measured

over a long time and within a wide area in order to find recurring patterns.

Routing parameters are then adjusted according to these patterns. The

objective is to improve the general network performance without perma-

nently transmitting status information. In contrast to this, a predefined

schedule derived from predicted interference is deployed once and updated

only from time to time, thus reducing the overhead for network control.

In this paper we introduce the new idea in general and investigate pattern

recognition within the noise values for its suitability.

Acknowledgement: Parts of this paper have been taken over from a joint
publication [26].

1 Introduction

As radio networks undergo constant changes, ad-hoc networks require dynamic
routing and consequently appropriate routing protocols. Dynamic routing in-
duces a significant overhead. Typical approaches are reactive and pro-active
routing schemes. Several routing algorithms with different cost factors have
been developed. Cost factors can be path loss, hop count, geographic location,
and interference.

Instead of exchanging routing information in a highly dynamic manner, we
propose a new approach to optimize routing. The optimization is very “cheap”
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to achieve in terms of network overhead. We do not propose a completely
novel routing algorithm itself but propose to amend routing algorithms in order
to become aware of predictable congestion. This can be realized by adding an
interference dependent value to the cost functions of relevant routing algorithms.
Open questions to be answered in this context are:

• Is interference a local phenomenon in an ad-hoc network? Otherwise,
diversions around locally contaminated areas would not be useful.

• Are there recurring patterns usable to predict interference levels?

• Are the changes in interference time series strong enough to generate a
significant effect on network QoS parameters (is there enough amplitude)?

We assume, that routing conditions within the network follow a recurring pat-
tern, for instance fluctuations of interference levels during each day. We further
assume that routing algorithms can be tuned by considering these recurring
patterns. The verification of these assumptions is the objective of this paper.
Collecting information about typical network conditions (also called “experi-
ence”) allows routers to avoid congestion. This is very similar to street traffic,
where experienced drivers know when it is best to avoid certain roads, for in-
stance during rush hour. The actual routing algorithm can be manipulated
according to current network conditions. We concentrate on interference in this
paper since this is the main cause of bandwidth limitation in radio networks and
mainly all other parameters can be derived from interference[27]. The following
steps are performed for the proposed optimization:

• Collection of data - A trade-off between overhead for collecting data and
the necessary frequency and amount of data to recognize patterns has to be
found. In most cases high granular sampling - for instance every 5 minutes
- is sufficient. Data could be delivered for central processing during times
of low network utilization. This is a strong benefit against highly dynamic
routing protocols with much higher and permanent overhead.

• Processing of data, pattern recognition, and prediction of in-

terference - Recurring pattern in courses of interference will be used to
forecast the course of interference at all nodes (in the entire area of the
network).

• Calculating a schedule - Routing parameters of all nodes within the
ad-hoc network have to be optimized based on predicted interference.

• Delivery of schedules to nodes - This will be executed during calm
network periods in order to avoid unnecessary network traffic (overhead).
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• Adjusting routing parameters - Routing parameters have to reflect
interference according to the schedule. This step delivers feedback, which
is intended to tune the routing algorithm.

We collected over 1.2 million measurement reports from 50 different nodes.
Each report contains the current noise at this node. Values are delivered by
the network interface card itself. All values are uncalibrated. The nodes are
distributed within a productive ad-hoc1 network with about 200 nodes. The
network spreads an area of about 20×10km in a mid-size city (Rostock, Ger-
many, 200,000 inhabitants). The ad-hoc network is actively supported by the
authors of this paper. Participating nodes delivered a report every 5 minutes.
Each report includes a noise value supplied by the driver of the radio network
interface. These data have been evaluated for the three questions mentioned be-
fore. In the remainder of this paper, we present the state of the art in relevant
topics in section 2, show our idea of interference aware route optimizations in
section 3. In a first step towards implementation, we examine collected values
describing the noise at different nodes in order to infer a schedule in section 4.
Conclusion and outlook are given in the last section 5.

A proof of the entire concept will require more research - such as simulations and
implementations - and is not part of this paper. Research goes on while publish-
ing first results. The paper evaluates necessary preconditions for interference
aware routing with predicted interference values.

2 Technological basis

2.1 Effects of interference and interference avoidance

Calculations about how different interference levels influence the available band-
width of a radio link have been published in [8]. Interference effects on through-
put are discussed in [27]. Interference relevant to the link layer is often expressed
as signal-to-noise ratio (SNR). Also according to [19] there is a high correlation
between SNR and link quality. Throughput measurements are presented in [24].

The concrete throughput depends on some other network parameters as well.
For our target network [27] provides good hints that throughput nonlinearly
increases from 0 to 5000kbps at an SNR between 10 and 20dB within an IEEE
802.11g WLAN. The highest gradient of bandwidth over SNR is about 1.6Mbps
per dB. The relation between SNR, data rate, and Packet Error Rate is described

1The investigated network [1] is considered an ad-hoc network since nodes may join or leave
at any time and there is no central management. Most nodes are using the 802.11 ad-hoc
mode, too.
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in [7]. For comparison, the SNR reported by the driver of the network interface
card varies about 2dB at a typical node of the network under investigation in this
paper. Notice, that all values are delivered by the network interface card itself,
which is neither calibrated nor supposed to be accurate. Although individual
SNR values alone do not describe the wireless channel quality adequately, prior
research shown before leaves good chances for interference controlled diversions
around contaminated areas to work.

2.2 Interference aware routing

Typical cost factors or metrics in mobile ad-hoc networks are hop count (such as
in AODV [18] and the RFC variant of OLSR [5]), and path loss (such as in OLSR
LQ EXT Extension [10]). Examples for external parameters to be adapted in
routing algorithms are WILLINGNESS (OLSR) as well as TTL INCREMENT,
TTL START, and TTL THRESHOLD (AODV). Changing the transmission
power in a radio network is also used for topology control [2]. Direct integration
of interference as a weighted cost factor into a modified routing algorithm would
be another alternative [28, 4].

We focus on finding long term patterns in interference. Interference can have
many sources, some of them are natural, the majority is generated by human
activities. Interference affects the performance of radio networks and limits the
available bandwidth. Avoiding regions with high interference levels promises a
benefit of performance for the network user.

Interference aware routing helps avoiding highly “contaminated” areas. A va-
riety of improvements has been proposed during the last years [22, 21, 6, 12].
Available protocols and metrics are NAVC and DIAR [11]. An example, how
interference awareness can be added to an existing routing protocol is described
in [15] and [16]. Simulation results for OLSR are presented in [14].

A major problem of interference aware routing is that adjustments in the net-
work require that messages are sent over the network itself. Hence, all routing
approaches have to take this into account in order to avoid oscillating routes
and repeating topology changes which require further messages.

2.3 Interference forecast

This paper investigates whether changes of interference are predictable. As men-
tioned before, interference levels have a significant impact on reachable network
performance.
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Forecasting phenomena works more sufficiently when the source is known. Elec-
tromagnetic interference is caused by unwanted electromagnetic radiation from
an external source. Natural sources could be sun eruptions or the North-
ern Lights. Sources of electronic noise are thermal noise, flicker noise and
generation-recombination noise [23]. The main input of interference in the sce-
nario are other WLAN stations working in the same frequency band. In this
case, both the 2.4GHz and the 5GHz ISM bands are used. Other external
signal sources are microwaves, radar etc. [13, 17].

Human beings adhere to certain schedules during a day. As using a wireless
network and other transmitters in the relevant bands is more common during
certain times of the day, changes of interference levels are supposed to be pre-
dictable [9] [8]. Typical period lengths found in other publications [25] are one
day, and one week. Own research in the remainder of this paper will show,
whether periodic changes of interference are predictable.

3 Interference aware route optimization with pre-

dicted network conditions

Overview and background: Figure 1 shows a cut-out of a chart depicting a
so-called roof top network with about 200 nodes in the area of Rostock, Ger-
many [1]. Commercial hardware is used, mainly WLAN routers with 2.4GHz
interfaces for the respective ISM-band. The three most common hardware types
are Linksys WRT54 in several variants, Buffalo WHR-G54, and Asus WL-500.
The network provides network access to about 130 users. Main usage is ac-
cessing the internet. All nodes in the 2.4GHz domain are working in ad-hoc
mode and hence sharing a single channel. Within the network several gateways
provide access to the internet. The network could be specified as a multihop
ad-hoc access network [3]. Some users are living in suburbs and nearby villages
where high-speed data links are not available otherwise. These remote spots
are connected to the core network by several dedicated links in the 5GHz ISM
band. Separated 5GHz links are also used in an overlay network structure. This
significantly reduces the number of hops between users and internet gateways.
5GHz links are built by several hardware interfaces, such as Atheros 5313.

OLSR is used as routing protocol within the entire network on all links. Path
loss is used as routing parameter. OLSR is standardized in [5], but a slightly
different implementation is used [10]. Since the majority of nodes is stationary
due to the specific nature of a roof top network (except some mobile nodes
such as notebook computers) the parameters of OLSR are tuned accordingly.
For instance, update frequency of topology change messages is reduced. Hence,
the overhead imposed by route updates is limited. Finding optimal paths in
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1km

Fig. 1: Cut-out showing a central region of the investigated ad-hoc network.
(Source: Opennet, OpenStreetMap)

an ad-hoc network is almost impossible due to changes of radio conditions.
An elementary topology control [20] is implemented by reducing the transmit
power of nodes in densely populated areas with a high link-to-node ratio. Since
interference is the prime reason for limited bandwidth, reducing interference is
inevitable to increase throughput. Every transmission in a single frequency ad-
hoc network induces interference for all other nodes. The level of interference
depends mainly on the distance between interfering transmitter and receiver.
Considering path loss as the only routing parameter will lead to some routes
directly through jammed areas, which will further increase the interference and
with certain probability increase packet loss in these areas after the routing
decision has been made. An adapted routing algorithm could avoid areas of
high interference instead of depending on path loss alone.

We assume, that significant patterns which might be detectable in altering inter-
ference levels are usable for look ahead planning of broad area traffic diversion
around the affected areas. In order to find reoccurring increases or decreases
of interference levels a search for periods in interference has to be performed.
Suitable are especially those alterations which are limited to certain areas of the
network. An overall increase of interference does not allow regional diversions.
This leads to the need of comparing the progression of interference at different
locations within the network.
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Interference prognoses: Routing algorithms taking care of interference as
main routing parameter have already been developed as shown in section 2. In-
terference aware routing requires knowledge about interference to be transmitted
over the network, which will increase interference. As also shown in section 2
interference can have multiple sources. Some of these sources are candidates to
reoccur with usable period lengths. We consider those period lengths as usable
which cause a reappearing within a time span where the remaining configuration
of the networks such as node locations and links stays stable within reasonable
ranges. This means that the position of most of the nodes and links between
them remain stable. Good candidates for period lengths are one day or one
week. Longer period lengths are harder to detect and might be heterodyned by
mid term changes of the network usage or by changes in the environment.

In this paper, we focus on the possibility to detect patterns in measured inter-
ference. The development of methods to adapt the routing will be discussed in
later publications.

Collection of data: In order to find reoccurring patterns within interference
values in time and space those values have to be collected. When implementing a
routing algorithm that relies on predicted interference values instead of frequent
updates of measurements the collection and distribution of these values should
not lead to a large overhead. The possibility to collect those data all day round
and to distribute them during times of lower network utilization is one major
benefit of the new proposed method.

Processing data and searching for periodic events: Future interference
values have to be predicted. This requires searching for periods within interfer-
ence values, which is usually realized by performing a Fourier analysis. Usable
period lengths are in the range of hours and days. It is evaluated in this paper
that interference is a local phenomenon which allows diversions around contam-
inated areas.

Calculating a schedule and distributing it to the nodes: When periodic
events have been found during data analysis, a general schedule for the entire
network has to be calculated. The schedule contains traffic diversion in form of
adjustments for the respective routing algorithm. A typical approach is changing
the link weights. This schedule has to be delivered to all nodes, preferably during
low traffic times.

Adjusting routing parameters: Routing parameters have to reflect inter-
ference according to the schedule. A feedback mechanism will provide constant
readjustments.
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4 Data analysis

A software program has been deployed on 50 nodes taking part in a test run.
The clients have been installed by volunteers on their own nodes (the network
consists of nodes owned by members. Hence, the selection of nodes is relatively
arbitrary. Nevertheless, distribution and density of measuring nodes are suffi-
cient for testing. The client retrieves interference values from the network inter-
face card. All measurements rely on values reported by conventional network
interface cards. Special equipment for calibration has not been used. Antenna
gain and attenuation of cables etc. have not been considered.

Measurements are performed every 5 minutes. The current version of the client
program delivers the measurement report directly to a server via HTTP. Pro-
ductive versions will be able to store data over a day and deliver it to a processor
during calm network conditions. A randomized latency (jitter) is used to pre-
vent the server from synchronization effects. Figure 3 shows the interference
level in a small part of the ad-hoc network within a four week randomly chosen
time span.

Fig. 2: Geographical distribution of interference.2
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For this evaluation, a time span of 4 months between July and November 2008
has been considered. During this time more than 1.2 million measurement
reports have been collected (note, that not all nodes delivered reports from the
beginning and some of them were withdrawn). Most nodes delivered about
30,000 reports. Reports are stored in an RDBMS for convenient retrieval. 3 In
order to find recurring patterns within the data some sample nodes have been
chosen by calculating the variance within reported interference values. Figure 3
shows sample data for one node. For presentation purposes a low pass filter has
been applied. At first sight, a daily course is visible, hence, a period length of
one day is to be expected.
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Fig. 3: Measured noise over four weeks.

A Fourier transformation delivers a significant peak at a period length of exactly
one day. Figure 4 shows the period lengths found in fluctuating interference
values measured at one node.

Two factors are important for our idea to work. Firstly, there are recurring
patterns at one node. Secondly, those recurring courses are local phenomena.
Otherwise, all nodes would suffer from the same increase of interference and
deviations would become senseless.

2The figure depicts spatial interpolated noise values in dBm as reported by the network
card’s driver. This image and other images can be downloaded in full color and high resolution
at http://ox.informatik.uni-rostock.de/thm/olqm-figures/

3All data are available for public download at http://ox.informatik.uni-rostock.de/

thm/olqm-data/ as time series in CSV format.
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Fig. 4: Period lengths found in the recorded data. (A 24h periodic signal is
significant.)

To test both conditions we have calculated the auto correlation of the noise
values in the time domain and the cross correlation of noise values at differ-
ent nodes at the same time. Figure 5 shows the course of interference values
measured at two consecutive days at the same node.

A high correlation can be expected by looking at those mostly parallel courses.
For more details, we have calculated all correlation coefficients for ten days in
a row. These values are recorded in table 1.

To make correlation more visible, we have depicted those correlation coefficients
in figure 6. In this example there is a strong correlation between most days, but
for unknown reason Day 4 (Wednesday, 2008-July-09) has an untypical daily
course of interference. There is no obvious reason for this to occur when look-
ing at the day of week or the weather. This test has been successful in terms
of finding recurring patterns usable for interference prediction. We collected
measurement reports from about 50 nodes. We found that strong auto corre-
lation between most days at almost every node. Results are representative for
other nodes and reproducible for other times. Hence, interference prediction can
be considered for long-term planning of traffic diversions around contaminated
areas.

Most of the interference values at different nodes follow a daily pattern. For our
purposes, those periodic events are usable when they occur at different times
in different areas of the networks. Otherwise, the entire network would suffer
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Day
Day 1 2 3 4 5 6 7 8 9 10

1 1
2 0.96 1
3 0.76 0.81 1
4 0.16 0.10 0.07 1
5 0.84 0.88 0.86 0.26 1
6 0.92 0.95 0.84 0.05 0.84 1
7 0.86 0.90 0.78 0.16 0.76 0.95 1
8 0.06 0.15 0.49 0.40 0.40 0.11 0.08 1
9 0.71 0.81 0.88 0.11 0.85 0.87 0.83 0.33 1
10 0.30 0.37 0.47 0.66 0.19 0.44 0.59 0.04 0.51 1

Tab. 1: Correlation coefficients of daily courses of interference for ten consecutive
days. (Example. Results are representative.)

from increasing interference. Finding local phenomena offers a chance to divert
traffic around contaminated areas. For this reason, we have conducted a cross-
correlation analysis. Figure 7 shows about two weeks of interference values
measured at two nodes within the network.
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Day
Day 1 2 3 4 5 6 7 8 9 10

1 0.51 0.77 0.19 0.05 0.56 0.76 0.19 0.27 0.54 0.36
2 0.50 0.81 0.27 0.08 0.52 0.77 0.34 0.25 0.60 0.43
3 0.57 0.78 0.60 0.45 0.27 0.62 0.63 0.01 0.56 0.60
4 0.72 0.33 0.34 0.51 0.38 0.02 0.45 0.62 0.48 0.24
5 0.71 0.63 0.33 0.22 0.56 0.59 0.30 0.33 0.40 0.65
6 0.44 0.86 0.38 0.18 0.41 0.81 0.46 0.14 0.67 0.44
7 0.28 0.91 0.41 0.24 0.27 0.84 0.52 0.04 0.78 0.28
8 0.63 0.02 0.30 0.33 0.08 0.01 0.40 0.12 0.07 0.46
9 0.40 0.81 0.58 0.53 0.25 0.63 0.65 0.01 0.66 0.56
10 0.40 0.81 0.61 0.66 0.33 0.46 0.77 0.71 0.87 0.15

Tab. 2: Cross correlation of interference values in the time domain for two nodes.
Daily courses are cross correlated.

To gain more precise and comparable results we have determined cross-correlation
coefficients for parallel time courses at different nodes. Example results are
recorded in table 2. Results are representative for other pairs of nodes.

For better visibility, figure 8 depicts the values of table 2 graphically. In general,
the cross correlation between different courses of interference in the time domain
at two nodes is much weaker that auto correlation at one single node.

5 Conclusion

We presented the general idea of interference aware route optimization with pre-
dicted network conditions. We did not show that the idea itself will work. How-
ever, we did show that necessary preconditions are fulfilled. Finding a strong
daily recurring pattern of interference values makes further research expedient.

The questions from section 1 can be answered as follows:

• Interference is a local phenomenon in an ad-hoc network. Cross-correlation
between interference values of nodes in different areas is very low.

• There are recurring patterns usable to predict interference levels. A daily
course (24h period length) had been substantiated by a spectrum analysis.
Auto-correlation is very high.
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Fig. 8: Cross correlation coefficients from table 2.

• The difference between highest and lowest daily interference levels is usu-
ally at or above 2dB. This is high enough to have a significant impact on
network QoS parameters.

By considering more than 1.2 million measurement reports from about 50 nodes
we found a typical period length of 24 hours. The daily amplitude of interference
values is relatively low. Prior research has shown that even with those small
amplitudes interference aware routing increases throughput significantly and
reduces packet loss. Further research is necessary for evaluating our idea.
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Abstract

Random number generators are used in most cryptographic algorithms.

The security of cryptographic primitives often directly depends on the

unpredictability of the random number generator. The performance of

the generator is also an important factor for creating efficient applica-

tions. This paper discusses several software-based pseudorandom num-

ber generators and analyses their security and generation speed. Based

on the experimental results we choose two generators and use them in

the SHAREMIND privacy-preserving virtual machine. We measure the

effect the different generators have on the computation performance of

SHAREMIND.

1 Introduction

Cryptography is used more and more in our everyday life. Many web connec-
tions are secured with the HTTPS protocol and people use them to log on to
online banking systems and e-commerce sites. Several countries have rolled out
electronic ID systems that allow citizens to identify themselves in e-government
systems and give digital signatures on documents. In all these applications we
rely on cryptography to provide us with a variety of security guarantees.

While a lot of effort goes into implementing secure encryption algorithms and
cryptographic protocols, the security features of random number generators
(RNGs) are similarly important. The majority of cryptographic algorithms and
protocols require random nonces for operation. The security of the whole cryp-
tographic primitive may depend on the infeasibility of guessing these random
numbers. An adversary may find it easier to crack the underlying RNG than the
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algorithm using it [11]. For that matter, cryptographically secure random num-
ber generators are distinguished to be sufficiently secure for use in cryptographic
applications.

Furthermore, the performance of an RNG may also be an important factor
in certain applications like secure multi-party computation. Also, encryption
algorithms and cryptographic protocols are intensely used in server hardware
and communication equipment. Hence, the generation of randomness should
not be a bottleneck. There are specialized hardware components for performing
hardware-accelerated encryption, that are used in servers. However, they does
not solve the problem for personal computers and embedded systems. For this
reason, software-based randomness generation is an important study area.

2 Contribution and outline

In this paper we select some freely available pseudorandom number generator
(PRNG) techniques and analyse them considering security and performance. In
Section 3 we give a brief overview of how random number generation works in
general. In Section 4 we look at each PRNG separately and discuss its security.
We also let each PRNG produce a certain amount of random data and compare
their execution time.

In Section 5 we describe how the performance of a generator may affect actual
applications. We show how changing the randomness generation method in the
SHAREMIND privacy-preserving virtual machine [8] resulted in a significant
performance improvement.

3 Random number generation

The best way to obtain unpredictable random numbers is to measure some kind
of physical phenomena such as radioactive decay, thermal noise in semiconduc-
tors or radio waves from the space. Unfortunately, these kinds of measure-
ments require specialized hardware and thus are not suitable for everyday use
in servers and desktop computers. There are promising developments, like the
AES-NI instruction set in the Westmere line of processors developed by Intel [1].
Hardware-accelerated AES will allow computers using these processors to run
block cipher-based randomness generators considerably faster. Still, it will take
time until the majority of machines have such capabilities.
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There are some methods for acquiring entropy by sampling processes like the
timing of hard disk drive operations or time intervals between keystrokes and
mouse movements. However, these measurements expect the RNG to have a
low-level access to device drivers [11, 10]. When using these methods one must
also carefully assess, how much entropy can be extracted from these events, as
seemingly random movements of the hand may in fact contain little randomness
due to the way the human brain works.

Usually operating systems provide user applications with an interface to an
RNG that generates cryptographically secure random numbers. This is possible
because the operating system kernel has low-level access to device drivers and
can collect entropy from various sources. This kind of RNGs can be either
blocking or non-blocking. If a blocking RNG runs out of random data, then
the applications using it have to wait until it can refill its entropy pool. Non-
blocking RNGs use random values from blocking RNGs and specific algorithms
to increase the amount of random data in their pool. Most common operating
system provided RNGs are /dev/random (blocking) and /dev/urandom (non-
blocking) in Linux systems and the CryptoAPI in Microsoft Windows systems.

Another way to produce random numbers is to use software applications. There
are two kinds of software-based random number generators: Deterministic Ran-
dom Bit Generators (DRBGs), also known as Pseudorandom Number Genera-
tors (PRNGs), and Non-deterministic Random Bit Generators (NRBGs), also
known as ”true” Random Number Generators. According to the Information
Technology Laboratory of National Institute of Standards and Technology, there
are currently several approved DRBGs and no approved NRBGs [7]. In this pa-
per we concentrate on pseudorandom number generators.

A PRNG is a function in the form

f : S → R

where S is the set of possible seeds and R is the set of random values. Since
PRNGs are deterministic, their security relies on the seed value. The random
number generator uses a seed as an initial value to produce all subsequent
values. The PRNG itself is deterministic, so an initial seed determines the
output of the generator. Thus, the seed has to be chosen carefully so that the
generated random values would be cryptographically secure. There are many
examples [10, 12] where a poorly chosen seed has made the generated random
values predictable. Typically, PRNGs are seeded with entropy collected using
methods described above.
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4 A comparison of generators

4.1 The testing environment

We selected a number of PRNG implementations for testing. The implemen-
tations are either standalone or from well-known libraries such as Crypto++,
OpenSSL and the C++ standard library. For each PRNG, we implemented a
benchmarking application in C++.

Each application measures the time it takes a certain PRNG to generate 1 MB
of pseudorandom data. Each test is run 100 times and an arithmetic average is
calculated from all run times. The execution times are measured in microsec-
onds (µs). However, in Table 1 they are converted into milliseconds (ms) for
readability.

The computer used for testing is a personal computer with an Intel Core 2 Duo
CPU, running at 3.0 GHz and with 2.0 GB of RAM. The operating system
used is 32-bit Microsoft Windows Vista. All tests are executed in the Cygwin
environment version 1.7 and compiled with GCC version 4.3.2.

We will now describe the PRNG candidates in some detail.

4.2 C++ built-in random

The C++ programming language has a built-in PRNG function rand() declared
in stdlib.h. It returns a pseudorandom integral number in the range 0 to
RAND_MAX ≥ 32767. The constant RAND_MAX is also defined in stdlib.h [6].

The rand() function’s algorithm uses a seed to generate a series of random
numbers. The seed should be initialized with srand() function, which takes
a constant value as an argument. The system time in milliseconds is most
commonly used as an initial seed. It should be noted, that the C++ standard
does not specify the algorithm to use to implement the method. Hence, random
numbers generated by rand() are not considered cryptographically secure.

As seen from Table 1, C++ rand() function is fairly fast. The average time to
generate 1 MB of random data is 1080 µm.
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4.3 The Crypto++ library

The Crypto++ library [3] is a free open source C++ class library of crypto-
graphic schemes. Among other algorithms, the Crypto+ library includes several
pseudorandom number generators with different security levels. In this section
we describe most of the provided generators. In our tests we used version 5.6.0 of
the library, which we compiled under the aforementioned Cygwin environment.

4.3.1 LC RNG

LC RNG is an implementation of a linear congruential generator, which is not
meant for use cryptographic applications [2]. The LC RNG generator uses a
fast algorithm and generates 1 MB of random data in 13800 µs (see Table 1).

4.3.2 RandomPool

The RandomPool is a PRNG that does not generate cryptographically secure
random data by default. However, it can be used to generate cryptographically
secure random data after seeding the pool with enough entropy by using the
IncorporateEntropy() method. One can use CanIncorporateEntropy() to
check if IncorporateEntropy() is implemented in the current environment [2].
The RandomPool is slower than the previous techniques.

4.3.3 AutoSeededRandomPool

The AutoSeededRandomPool generates cryptographically secure random data,
as it seeds itself with an operating system provided RNG on startup. It can
be seeded with both blocking and non-blocking RNGs [2]. In our test, we seed
it with a non-blocking RNG, which is its default behaviour. Its performance is
similar to the one of RandomPool.

4.3.4 AutoSeededX917RNG

AutoSeededX917RNG is a PRNG from ANSI X9.17 Appendix C. Like Au-
toSeededRandomPool, it is seeded using an operating system provided RNG,
which makes it suitable for cryptographic use [2]. The generation itself is based
on using a block cipher such as DES or AES in counter mode. Since block
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ciphers are relatively slow when compared to linear congruential generators and
stream ciphers, this generator has a lower performance.

4.4 The OpenSSL library

The OpenSSL library [5] is a free open source toolkit to implement the Secure
Socket Layer (SSL v2/v3) and Transport Layer Security (TLS v1) protocols.
It is also designed to be a general purpose cryptography library. It is widely
usen in many applications. In our test we use OpenSSL library version 0.9.8k,
precompiled for the Cygwin environment.

OpenSSL library provides PRNGs that are also used by other functions of
the library. RAND_pseudorandom_bytes() generates pseudorandom bytes that
should not be used for cryptographic key generation. RAND_bytes(), that we
also use in our test, produces cryptographically secure random data when seeded
with enough entropy. The entropy level of the PRNG can be increased by us-
ing functions in the OpenSSL library. For example, we could either mix some
amount of memory into the entropy pool or collect entropy fromWindows events
or screen contents [4].

The generation algorithm of OpenSSL is more complex than in previous meth-
ods, so the performance is the slowest in our comparison.

4.5 The SNOW2 stream cipher

The SNOW 2 cipher [9] is a well-known stream cipher. A stream cipher works as
follows. The cipher is given an initial vector and after that it starts outputting
a stream of random bits that are combined with the input plaintext using the
XOR operation. In that sense the stream cipher acts exactly the same way as
a pseudorandom generator. In our experiment we consider the initial vector as
the seed and use the output of the stream cipher to construct 32-bit random
values.

Stream ciphers are used in mobile phones and protocol where high performance
is important. It follows, that SNOW 2 is considerably faster than constructions
based on a block cipher. Given that stream ciphers are used in demanding
situations and no known good attacks are known at the time of writing of this
paper, we consider SNOW 2 sufficient for use in applications like secure multi-
party computation.
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The SNOW 2 implementation is well-optimized and performs better than almost
all the other generators. It is negligibly slower than the built-in generator of
C++, but its security is significantly better.

4.6 Experimental results

The following table contains the performance results measured during the ex-
periments.

PRNG name Avg. time (ms)

C++ rand() 1.08
Crypto++ LC RNG 13.80
Crypto++ RandomPool 1 124.80
Crypto++ AutoSeededRandomPool 1 117.73
Crypto++ AutoSeededX917RNG 1 224.82
OpenSSL RAND_bytes() 1 531.61
SNOW 2 1.48

Tab. 1: The average time taken to generate 1 MB of randomness.

5 Random number generators and secure multi-

party computation

5.1 Principles of share computing

Secure multi-party computation is a cryptographic technique for performing
secure function evaluation. In practice, this technique allows us to perform
privacy-preserving data processing with very good security guarantees. How-
ever, this technique may require large quantities of randomness to provide pri-
vacy for the data. We will now describe how this works using the SHAREMIND

system [8] as an example.

SHAREMIND is a share computing system. That is, it is based on the ad-
ditive secret sharing scheme. If we want to process an input value s, we have
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to distribute it into shares. Given a random generator RNG we perform the
following steps:

s1 ← RNG

s2 ← RNG

s3 = s− s1 − s2 mod 232

We now have shares s1, s2 and s3 that represent the initial value s. If we
distribute these to three separate parties, not one of them will know anything
about s. In fact, it will be impossible to reconstruct s without access to all
the shares. If we now share many values like this, we have created a private
database. It is easy to see, that for each value shared, we need two random
values. Since SHAREMIND operates with 32-bit integers, two 32-bit random
values are required to securely store each value.

After we have securely stored the whole database we need to process the shared
data. The parties holding the shares will exchange messages according to spe-
cific protocols. As a result, the parties will hold new shares that represent
something computed from the inputs. These new shares can be used in further
computations. Figure 1 illustrates this concept.
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Fig. 1: An example of a multi-party computation procedure.

Such protocols require a way to hide the shares, as simply sending them to each
other would compromise privacy. At this point SHAREMIND uses additional
randomness to “hide” the shares. This randomness will be cancelled out during
equations so that the protocol provides a correct result. The multiplication
protocol in the current experimental version of SHAREMIND requires three
additional random values for each operation. It follows that SHAREMIND

requires new randomness continuously. Since SHAREMIND is designed to run
data mining algorithms on large datasets, the number of operations and the
required amount of random values will grow significantly.
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5.2 Performance comparison

Before we started this work SHAREMIND used the AutoSeededX917RNG
generator from the Crypto++ library. We performed benchmarks for two oper-
ations - multiplication and bitwise addition. While multiplication is one of the
simplest share computing protocols implemented in the framework, bitwise ad-
dition is a more complex protocol that is a critical for performing comparisons.
Both operations were benchmarked in their vectorized form, for SHAREMIND

is designed to support single-instruction-multiple-data (SIMD) operations.

The results of the test are shown on Figure 2. The figure represents the time
taken in specific protocol steps. The four protocol components that take sig-
nificant time are randomness generation, waiting for messages, processing the
queue of incoming messages and processing the queue of outgoing messages. The
durations of the rest of the actions were insignificant. We see, that randomness
generation takes up more than two thirds of the protocol execution time.
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Fig. 2: SHAREMIND performance using the AutoSeededX917RNG.
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Fig. 3: SHAREMIND performance using the SNOW 2 generator.
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Based on the performance results from this paper we implemented the SNOW
2 stream cipher as the randomness generator in SHAREMIND and ran the
benchmarks again. The results can be seen on Figure 3. The time used generate
randomness has decreased sharply, becoming insignificant when compared to the
network wait time. However, the general operation performance has increased
only slightly. This is caused by the fact that network traffic that was running
in background with the previous generator still takes roughly the same time.
Still—the bitwise addition protocol is slightly faster. Most importantly, we have
removed a major bottleneck and found the next one. The next logical step is to
see whether the network layer of SHAREMIND could be optimized to decrease
the waiting times.

6 Conclusion

Cryptographic protocols have become an essential part of our everyday com-
puter use. However, not all pseudorandom number generators produce unpre-
dictable values that can be used in these protocols. In this paper we analyse
some of the free open source PRNG libraries from the point of security and
performance.

We found that while simple PRNG’s work fairly fast, more secure generators
take up to 1500 times more time to produce the same amount of random data.
It is an important fact to take into account when building applications that
make intensive use of software random number generators. If an application
needs secure random values in huge quantities and faster than a software RNG
can provide, then hardware security modules should be used.

We applied our findings on the randomness generators on the SHAREMIND

virtual machine by replacing the AutoSeededX917RNG with the SNOW 2 stream
cipher. While the overall performance did not change much, we did achieve no-
ticeable changes in the protocol timings. The randomness generation is no
longer a bottleneck in SHAREMIND and further optimizations in the net-
working layer may bring considerable improvements to the performance of the
virtual machine.
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Abstract

The common problem of the OFDM systems is the high sensitivity
to frequency offset caused by tuning oscillator instabilities and Doppler
shifts induced by the channel. Time variances of the channel during one
OFDM symbol interval destroy the orthogonality of different subcarriers
and generate power leakage among subcarriers, known as Inter-Carrier In-
terference (ICI). ICI in OFDM systems degrades the performance of both
symbol detection and channel estimation. ICI produce phase noises which
increase error vector magnitude (EVM) for conventional digital modula-
tion methods such as phase-shift keying (PSK) and quadrature-amplitude
modulation (QAM). The main focuses of this research are theoretically
and practically evaluate the wireless local area network (WLAN) with In-
stitute of Electrical and Electronics Engineers (IEEE) 802.11g standard in
mobile environment such as vehicular to infrastructure (V2I) from Doppler
Effect aspect.

1 Introduction

Short-range vehicle-roadside or V2I communication is expected to be a part of
the future intelligent transportation system (ITS) in order to increase the safety
of the roads and efficiency of the traffic. Therefore, investigation on proper
communication for ITS is increasing. Today, the IEEE 802.11g standard for high
data rate wireless networks is widespread and costs effective. Extension of this
standard could be a part of V2I communication technology. The IEEE 802.11g
is Orthogonal Frequency Division Multiplexing (OFDM) based standard. In
OFDM, multiple frequency channels, known as sub-carriers, are orthogonal to
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each other. Well known problem of OFDM is sensitivity to frequency offset
between the transmitted and received signals, which may be caused by Doppler
shift in the channel, or by the difference between the transmitter and receiver
local oscillator frequencies. Carrier frequency offset causes loss of orthogonality
between sub-carriers. Signals which are transmitted on each carrier are not
depended from each other. That leads to inter-carrier interference (ICI). Some
problems such as throughput, coverage range, Doppler shift, response times
have to be solved before wireless vehicle-roadside infrastructure can be used on
roads. In this paper an analysis of frequency offset caused by Doppler shift over
experimental IEEE 802.11g wireless network is proposed.

2 802.11g-based Wireless LAN

Wireless Local Area Networks with IEEE 802.11g standard are most widespread
today. 802.11g standard uses OFDM and Complementary Code Keying (CCK)
to support higher raw data rate ”over the air” (up to 54 Mbps) and rate in
MAC Layer (up to 25 Mbps). OFDM is multi-carrier modulation which converts
single high-rate bit stream to low-rate 64 parallel bit stream. Each sub-carrier
can be modulated by binary phase-shift keying (BPSK), quadrature phase-shift
keying (QPSK), 16-symbol quadrature amplitude modulation (16QAM), 64-
symbol quadrature amplitude modulation (64QAM). To achieve high bandwidth
efficiency, the spectrum of the sub-carriers with frequency spacing has to be
closely spaced and overlapped. The OFDM symbols are generated using IFFT.
Practically, OFDM symbol is sensitive to frequency offset [4]. On the receive
side, a frequency offset correction scheme has to be used in addition. For 802.11g
standard a receiver frequency tolerance which is equal with±60300 Hz is defined.

3 Doppler Shift

Doppler shift can cause significant problems if the transmission technique is
sensitive to carrier frequency offsets or if the relative speed is too high. When
an electromagnetic wave source and the receiver are moving relatively one to
another, the received signal frequency will not be the same as the source sig-
nal frequency. When they are moving toward each other the frequency of the
received signal is higher than the source frequency, but when they are moving
from each other the frequency of the received signal is lower than the source fre-
quency. This occurrence is called the Doppler shift. The amount of the Doppler
shift depends on relative motion between source and receiver and on the speed of
wave propagation. Maximal Doppler shift for frequency is calculated according
to the formula:
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fd =
vr · fc

c
cosα (1)

where fc is source frequency, vr is the speed difference between objects, c is the
speed of light (3 · 108 m/s), and α ∈ [0, π] is the angle of the velocity vector.
Our aim is to get maximal fd which happens when α → 0. (1) can be changed
to

fd =
vr · fc

3.6 · 3 · 108
(2)

Values of fd for 2.4 GHz carrier and various speeds are listed in Table 1. On
the speed range from 10 km/h to 120 km/h the Doppler shift is from 20 Hz to
300 Hz.

V(km/h) 10 20 30 40 50 60 70 80 90 100 110 120
fd(Hz) 22 44 66.7 88.9 111 133 155.6 177.8 200 222 244 266.7

Tab. 1: Doppler shift for various speeds

µ =
fd

fc
(3)

The relative Doppler shift (µ) is about 10−8 to 10−7, which is very small. The
fact that all subcarrier frequencies changes identically destroys the orthogonal-
ity between subcarriers [5] and generate power leakage among the subcarriers,
known as ICI. Theoretical influence of maximal Doppler shift on 802.11g stan-
dard on the speed of vehicle from 10 till 120 km/h is very low. In this case it is
possible analytically to determine the speed (vr) of the vehicle when the affect
of Doppler shift can influence on the signal:

vr =
fd · 3.6 · 3 · 10

8

fc
(4)

4 Testing Environment and results

The goal of practical test was to investigate the possibility of 802.11g standard
use in V2I practical environment from Doppler shift aspect. For assessing the
quality of the OFDM signals we have measured error vector magnitude (EVM).
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This measurement gives an overall view of quality of the modulated signal,
which in turn gives a sense of how well the receiver would be able to receive and
interpret the signal. This information is closely related to the physics layer of
the system and gives a complete picture of the channel distortion. EVM can be
more useful to the microwave engineer because it contains information about
both amplitude and phase errors of the signal [2]. EVM is a measure for the
difference between the theoretical wave and modified version of the measured
waveform. The measured waveform is modified by first passing it through a
specified receiver measuring filter. The EVM result is defined as the square
root of the ratio of the mean error vector power to the mean reference signal
power expressed as a percentage or dB. Mathematically, the error vector e can
be written as

e = w − v (5)

Where w is the modified measured signal and v the ideal transmitted signal.
The error vector e for a received symbol is graphically represented in figure 1.

Fig. 1: Representation of Error Vector
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EVM can be defined as

√

E[|e|2]

E[|v|2]
(6)

The wireless link is highly influenced by their surrounding environment. There-
fore the test bed was chosen carefully with no obstacle in the line of sight and
no interfering wireless network in the neighborhood. For the experiments the
airfield “Rumbula” in Riga city, Latvia (Fig. 2) was chosen.

Fig. 2: Testing Location at the Airfield of Rumbula

The nearest obstacle was 300-400 m away from the airfield surface and no other
wireless networks could be detected. Additionally this place was chosen for
vehicle safety reasons, because during the experiments the vehicle had to reach
the speed of 120 km/h.

Fig. 3: Signal transmitting side

For the experimental signal generation in the test bed the vector signal generator
R&S R©SMBV100A was used. It was set on a moving vehicle (Fig. 3). Signal
analyzer R&S FSV-K91n was used for wireless signal estimation (Fig. 4).
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Fig. 4: Signal receiving side

Signal generator power supply was established by UPS APC 1000VA, but signal
analyzer power supply was established by 2kW power generator with APC UPS
(Fig. 4).

The focus was to set the best link with the highest signal transfer speed for
OFDM 16-QAM (24Mbps) and for OFDM 64-QAM (54Mps) and optimal line
of sight distance between receiving and transmitting sides (about 200 meters).
For the experiment first channel (2.412 GHz) with signal output level +15 dBm
was used. For the wireless measurements the sequence at fixed link-layer data
rate 24 Mbps and 54 Mbps in 802.11g-only mode and with no automatic data
rate adaptation was performed. In order to get right movement speed shown in
table 1 for each measurement the moving vehicle with the signal generator was
equipped with automatically controllable speed limiter.

Figures 5 and 6 shows data that was received on the Rohde&Schwarz FSV-K91n
signal analyzer when vehicle speed was 20 km/h.

The Figure 5 or result summary list presents the overall measurement results and
provides limit checking for result values in accordance with the 802.11g standard
[1]. Result values which are within the limit as specified by the standard are
displayed in green. Result values which are outside of the limits specified by
the standard are displayed in red (not present in figure). Results which have
no limits specified by the standard are displayed in white (bold). Limit values
which are displayed in white (not bold) can be modified. The results displayed
in this list are for the entire measurement. If a specific number of bursts have
been requested which requires more than one sweep, the result summary list
is updated at the end of each sweep. The number of bursts measured and

78



Fig. 5: EVM estimation example on the Rohde&Schwarz FSV-K91n signal analyzer

the number of bursts requested are displayed to show the progress through the
measurement. The Min / Mean / Max columns show the minimum, mean or
maximum values of the burst results.

Fig. 6: Signal constellation example on the R&S FSV-K91n signal analyzer

Figure 6 is divided in two screens - the Magnitude Capture Buffer for all IQ
measurements and the Constellation versus Symbol. The Magnitude Capture
Buffer display shows the complete range of captured data for the last sweep. All
analyzed bursts are identified with a green bar at the bottom of the Magnitude
Capture Buffer display. The Constellation versus Symbol result screen shows
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the in-phase and quadrature phase results over the full range of the measured
input data.

Fig. 7: Doppler shift diagrams

When all necessary measurements were made it is possible to analyze experi-
mental data. Theoretical (red line) and practical (blue line) of Doppler shift are
shown in Fig. 7. The difference between theoretical and practical data is small.

Fig. 8: EVM (%) dependence from the vehicle speed and linear trend line

In OFDM link sub-carriers are perfectly orthogonal only if transmitter and
receiver use exactly the same frequencies. Any frequency offsets in Inter-Carrier
Interference (ICI) [5] could increase EVM. The 802.11g standard have define
EVM limits for each data rate (e.g. 54 Mbps EVM < 5.6%, 24Mbps EVM <

15.85%). Under the red line on figures 8 and 9 a field is shown that can satisfy
the necessary link establishment to transfer correct data in wireless network.
Figure 8 shows dependence of EVM from the vehicle speed on 54Mbps data
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speed with 64-QAM. Average EVM on 10 km/h was 4.48% and on 120 km/h
was 3.73%. The linear trend in figure 7 shows small EVM improvement on
higher vehicle speed.

Figure 9 shows dependence of EVM from the vehicle speed on 24 Mbps 16-
QAM. In this case EVM limit according to standard was three times greater
than experimental EVM. Average EVM on 10 km/h was 4.57% and on 120
km/h was 4.03%.

Fig. 9: EVM (%) dependence from vehicle speed and linear trend line

5 Conclusion

The main task of this research was to evaluate the Doppler shift impact on the
802.11 g V2I wireless mobile network. The main task was to prove that IEEE
802.11 g equipment with OFDM technology is sensitive against frequency offset
[3] that caused power leakage between OFDM subcarriers on different vehicle
speeds. This task was fulfilled completely.

After the summarizing of the theoretical and practical results fallowing conclu-
sions came by: Doppler Effect influence on wireless network based on WLAN
OFDM with IEEE 802.11 g standard technology were observed; Gained theoret-
ical and practical results show that WLAN OFDM with IEEE 802.11g technol-
ogy is consistent against channel time dispersion which can appear while vehicle
is moving.
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