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Preface

Due to  the  generous  support  of  the  German Academic  Exchange Service  (DAAD - 
Deutscher Akademischer Austausch Dienst), BaSoTI summer school is going in to its 
seventh year, with the associated conference going into its fifth year.

It  was  in  2005,  that  the  University  of  Bremen,  the  University  of  Lübeck,  the 
International  School  of  New  Media  at  the  University  of  Luebeck  (ISNM),  and  the 
University of  Rostock joined forces for  the first  Baltic Summer School in Technical 
Informatics (BaSoTI). Supported by a sponsorship of the German Academic Exchange 
Service  a  series  of  lectures  was  offered  between  August  1  and  August  14,  2005  at 
Gediminas Technical University at Vilnius, Lithuania. The goal of the Summer School 
was to intensify the educational  and scientific collaboration of northern German and 
Baltic Universities at the upper Bachelor and lower Master level.

In continuation of the successful  programme, BaSoTI 2 was again held at  Vilnius in 
2006, BaSoTI 3 took place in Riga, Latvia at  the Information Systems Management 
Institute in 2007, BaSoTI 4 and BaSoTI 5 were held at the University of Tartu, BaSoTI 6  
took place in  Kaunas,  Lithuania and BaSoTI 7 at  the  Technical  University  of  Riga, 
Latvia.

Since BaSoTI 3, the Summer School lectures have been complemented by a one day 
scientific event. The goal is to give young, aspiring PhD candidates the possibility to 
learn to give and to survive an academic talk and the ensuing discussion, to get to know 
the flair  and habits  of  academic  publishing and  to  receive  broad  feedback  from the 
reviewers and participants. Moreover, the Summer School students would have a chance 
to participate in what most likely would be their first academic research event.

In 2011, due to a close cooperation with the robotic lab of the Technical University of  
Riga, an emphasis was placed on the topic of human computer interaction and robotics.  
However, since the primary focus of the conference is its educational aspect, also some 
papers with other topics were accepted. In addition to the publications in the current 
volume, also several presentations were given by summer school attendants, who made 
use  of  the  occasion  to  receive  feedback  on  their  work  and  their  presentation  skills,  
without aspiring to produce a formal paper.

Clemens H. Cap
Rostock, January 2012.
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Adaptation in Speech Dialogues – Possibilities to Make
Human-Computer-Interaction More Natural

Markus Berg, Antje Düsterhöft
University of Wismar

{markus.berg, antje.duesterhoeft}@hs-wismar.de

Bernhard Thalheim
University of Kiel

bernhard.thalheim@is.informatik.uni-kiel.de

Abstract: Adaptation is an important issue for the creation of pleasant user interfaces.
In this paper we identify characteristics that can be adapted in speech dialogues. In
order to realise adaptive speech dialogues we first have to develop a model that enables
us to easily define dialogues and that supports adaptivity. Hence we propose the first
step of a backend-oriented dialogue model.

1 Introduction

Human Computer Interaction is a successful, expanding and also hyped and controver-
sially discussed area of research. Today nearly every device and even clothes already are
or can be equipped with small microprocessors, resulting in ad hoc networks, sensor ar-
rays and remotely controllable devices. But apart from the technical aspect, we also need
interfaces to be able to interact with these devices and to benefit from the information they
offer. We have permanent internet access and we use computers several times a day. As
technology finds its way into our living rooms and also involves new user groups, con-
ventional user interfaces become inconvenient. Usability suffers from inappropriate user
interfaces and alternatives have to be found. Most prominently Touch- and Visualisation
Technologies as well as Speech Processing Systems. In this paper we focus on the latter.

Text-based language interfaces already entered the market in the 1960s. With the turn of
the millennium, speech recognition technology reached an acceptable quality and became
self-evident in the field of telephony, resulting in so called Interactive Voice Response Sys-
tems. Although disliked by many customers, companies gladly used this new technology
in order to save money. But not only in callcenters Speech Technology can help us to
improve effectivity, convenience and usability. Think of a speech enabled living room or
the possibility to search for holiday trips just by saying “I’d like to go to Paris with my
wife for one week, could you find me a cheap hotel near the city centre?”. Besides, also in
the field of eInclusion Speech Technology becomes an important factor.

The lack of today’s systems is not the underlying technology but a poor human-like be-
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haviour and a deficient dialogue strategy. Users are often disappointed about the limited
understanding today’s systems offer and the missing feature of adaptivity. Like humans
adapt to their dialogue partner, also the system should adapt to the user. In this paper we
identify different possibilities to adapt a speech dialogue and point out how we can reach
this aim.

2 Related Work

During the last years we have worked on different dialogue systems. In the eOhr (elec-
tronic Ear) and later MAIKE1 [13] projects we developed a system to control rooms by
voice. Unlike other systems we not only focussed on a command-and-control system but
on a natural dialogue. In the Travel Consult project [12] we developed a text-based book-
ing system. In contrast to current chatbots like IKEA Anna we realised a mixed-initiative
dialogue that enables the user to freely choose what to say. As we received different
opinions on the style of the user interface, we conducted a user study [14] to answer the
question if people from different age groups and with different abilities use a different
style of speaking. We could not infer a general rule set or a one-to-one relation between
any of the regarded criteria. Instead we believe that the style of speaking is a matter of
personal preference. Some people prefer systems which make use of full sentences and
social elements (like greeting, thanking,. . . ) and others like a telegraphic style claiming
that one does not need to be polite when speaking to a machine.

Also Bell [11] finds that “speaking styles and dialogue strategies vary from one user to
another”. Edlund [8] explains this with the help of the point of view with regard to the
system. From the point of the interface metaphor the dialogue system is perceived as a
machine, from the human metaphor it is perceived as a human-like creature. As we have
to support different user types with different preferences and skills, models for adaptive
dialogue systems help to simplify the development of those systems and improve user
satisfaction.

We don’t want to hide the fact that some researchers don’t support the idea of natural dia-
logues. They claim that reliability is more important than naturalness. Usability is defined
by success rate, time and simplicity – not by the level of anthropomorphism. Unfortunately
anthropomorphism can make it even worse as “users attribute the computer more intelli-
gence than is warranted to it”. This leads to “unrealistic expectations of the capabilities of
the system” [7]. Brennan and Oheari [5], too, concluded that the anthropomorphic style
is undesirable for dialogue systems because it encourages more complex user input which
is harder to recognise and interpret [10]. This results in recognition errors and misunder-
standings. In the worst case the user is not able to reach his aim, or at best needs much
time and many attempts. Stent points out that “users choose not to interact with dialogue
systems as they would with other humans” resp. that “humans adapt to the interaction
style of their conversational partners” [1]. A reason why people adapt to systems is given

1Mobile Assistive Systems for Intelligent and Cooperating Rooms and Ensembles, in cooperation with the
University of Rostock
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by Brennan [4] who suggested that “users adopt system’s terms to avoid errors, expecting
the system to be inflexible” [10].

As you can see, the negative attitude is connected with inflexible systems, negative expe-
rience and systems which are not able to process natural dialogue. This strengthens our
belief that we need to focus on the system behaviour. As there are different types of users
with different demands, we need to support adaptive dialogues. The mere fact that man is
able to adapt to a system does not guarantee that this form of communication is the most
effective.

3 Adaptation in Speech Dialogues

Adaptation is the adjustment of software behaviour during runtime. We differentiate be-
tween adaptability which refers to a manual adaptation by the user and adaptivity which is
an automatic, self-adjusting adaptation of the system. Besides users often have the possi-
bility to manipulate settings before runtime. In this case we speak of configurability. Both
terms are closely related as it is possible for most attributes to change them before and
during runtime.

The function of a dialogue does not refer to its form. The following example leads to the
same result, yet having a completely different realisation.

S: How can I help you? S: Where do you want to go to?
U: I’d like to go to Paris with my wife. U: Paris
S: Oh, Paris, what a nice city. And do you S: Did you say Paris?

already have a date in mind? U: Yes
U: Easter would be great. S: Departure date?
S: Ok, um, let me see. U: April, 20th
S: I have fou... yeah... I have S: Return date?

found three wonderful hotels. U: April, 24th
S: How many persons?
U: Two
S: I will now list three hotels.

Our user study [14] has shown that different users have different preferences. As most
people are conditioned to graphical user interfaces, they also try to use speech in the same
way. We call this a menu-oriented mindset. Like Brennan [4] we also believe that many
people avoid the use of human-human-like language in order to avoid errors. Also we
do believe that they are just not aware of the system’s capabilities. Consequently most
participants claimed that they would have used a more human-like language style if they
had known of this possibility. Interestingly unease led to the use of informal language in
full sentences, which indicates that people concentrate on not using this form of language
when speaking to the system. Only in certain situations they fall back to their natural style
of interaction. All these observations confirm the need of adaptive dialogue systems as
they embody an efficient and easy usable interface. Apart from the manual configuration
of the dialogue by the dialogue designer also a self-adjusting dialogue system would be
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Figure 1: Adaptation in speech dialogues

beneficial. Every dialogue could start in a formal and mixed-initiative way and adapt to
the user’s style of speaking over runtime.

When speaking of speech dialogues, there are several characteristics to adapt: initiative,
formulation, style, politeness, confirmation, naturalness, voice and language, as you also
can see in figure 1. We can classify all attributes as form-related or behaviour-related.

Initiative

The initiative describes if the user is only passive and responds to questions or if he can
actively influence the dialogue flow. An adaptation makes sense when errors occur. A
dialogue could start with an open-ended question like “How can I help you?”. An inex-
perienced user may not know what to say or uses the wrong words. In most systems a
recognition error leads to the repetition of the same question which of course is not of any
help. Instead the system should create a direct question: “Where do you want to go to?”.
Another example of an initiative-change can be seen in the following example:

S: When do you want to travel?
U: For two weeks starting next Monday.
S: I did not understand you. Please say the start date!
U: 12th of May.
S: Now specify the return date!
U: 26th of May.

The system expects answers in the form “from X to Y” and is thus not able to interpret
the user answer. Consequently the system generates a more specific question. A change
of the type of initiative also makes sense in the context of different user types, as “certain
users are likely to voluntarily give a spoken dialogue system feedback throughout the
dialogue, while others have to be explicitly asked to provide the same information” [11].
So the system has to adapt its style of asking questions to the user’s way of responding to
questions.
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Confirmation

Confirmation is a method to ensure that the system correctly understood a user’s answer.
This is crucial for the usability of a system. Different from graphical user interfaces you
don’t automatically have feedback. At the same time feedback is much more important
because natural language is fuzzy and harder to recognise than keyboard input and thus
more error-prone. Despite its importance, confirmation in speech interfaces can easily be
annoying. That’s why we use different confirmation strategies based on the confidence
of the recognition result. In the following example S1 represents explicit confirmation
and S2 represents implicit confirmation. S3 and S4 use no confirmation at all whereas S3
produces the illusion that the system understood the user instead of only asking the next
question. S3 can be seen as acknowledging the user’s answer.

S: Where do you want to go?
U: Rome
S1: You want to go to Rome, correct?
S2: When do you want to come back from Rome?
S3: Ok, and when do you want to come back?
S4: When do you want to come back?

Formulation

The formulation of system prompts extremely contributes to the appearance, or hear &
feel, of a voice interface. Some people prefer telegraphic sentences or even single words
like “Destination?” and others expect full sentences with obeying politeness like “Which
city do you want to fly to?” or “Would you please inform me about your destination city?”.
In many languages you also have to obey T-V-distinction2, which refers to respectful3 or
familiar4 formulation. While common systems use a predefined formulation which is only
synthesised by the system (TTS), we aim at a concept-to-speech-component (CTS) which
automatically generates language.

Moreover the formulation style of the system has influence on the style of the user answers.
Hence we can “influence users to behave in a certain way, for instance by implicitly en-
couraging a speaking style that improves speech recognition performance” [11]. Jokinen
suggests an inclusion of context information in the case of low confidence levels. This
refers to different confirmation styles depending on the confidence. In her example [9] the
answer to the question “When will the next bus leave for Miami?” could be “2.20pm”, “It
will leave at 2.20pm” or “The next bus to Miami leaves at 2.20pm”.

Further Attributes

Apart from these characteristics, also the language or voice can be adapted to the user’s
wishes. A language identification algorithm could automatically switch the language when

2lat. tu/vos
3german: “siezen”
4german: “duzen”
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it recognises that the language of the user differs from the current interface language.
Moreover we can adapt the gender or age of the synthesised voice. Another interesting
approach is to increase naturalness or human-likeness by introducing typical speech phe-
nomena like repetition or abortion. Moreover the use of coughing, hawking or filler words
like “um” or “err” could improve acceptance within some user groups.

4 Dialogue Modelling

The task of the dialogue manager is the evaluation of the user goal and response generation
[9], i.e. to find out what the user wants and how this goal can be realised with regard to
different context information. In order to create an adaptive dialogue system, we first
have to realise the interpretation of the user goal. Thus we need a dialogue model which
allows an easy dialogue definition that also supports adaptivity. As we have mentioned,
the dialogue logic is independent from the form of the dialogue. That’s why we plan
to separate form and function with the help of language generation algorithms. Another
important way of supporting this goal is dialogue acts. Dialogue acts base on speech acts
which have been invented by Austin [2] and advanced by Searle [15]. They define what
a user does by saying words. In other words they generalise utterances to their function
or the user’s intention. By saying “hello” we greet, by saying “Mind the gap” we warn
or by saying “Do you know where James is?” we ask. Speech Acts have been revised
by different researchers (e.g. Harry Bunt [6]) resulting in Dialogue Acts. They have been
used in many research projects like Verbmobil or Trains and embody an important tool in
dialogue modelling.

In our research we focus on task-oriented dialogues. This includes information-seeking
dialogues (e.g. travel booking systems), question-answering dialogues and command dia-
logues (e.g. smart room control). In these dialogue types we focus on the understanding
of the question or command (we comprise this as concern) and the generation of an appro-
priate answer or the intended action (what we summarise as reply) [3]. We delimit from
conversational or small talk systems and also from human-human-communication, i.e. we
are only interested in information that helps us to support the user. We want to realise this
as natural and human-like as possible but we explicitly do not focus on the exchange of
opinions or the telling of stories.

When analysing existing dialogue act tagsets, we observe that they are very detailed and
also include parts we excluded from our considerations, namely commitments, promises,
oaths, nominations or threats. Also the recognition of turn-taking and stalling is not im-
portant to understand the intention of the user. In task-oriented dialogue systems the user
has a specific goal. This goal is defined within the range of services that the system offers.
Thus we limit the dialogue acts to those which directly refer to the backend. In [3] we
identified three basic backend functions: getInfo, setInfo and do as you can see in figure 2.
A getInfo-call puts a request to the backend, setInfo changes or sets the value of a variable
in a frame and do executes a function (switch the light on, start a presentation software).
The first two methods are information-related while the last one refers to all other ac-
tions. These backend-functions influence the selection of dialogue acts, so we propose the
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dialogue
social

task

getInfo

do

setInfo

„Start presentation!“

„What’s your name?“

„Let’s restart“

„I’d like to go to London“

„Could you please open the 
window?“

Form: question
Role: concern
Speaker: user

f

Domain: task 
(smart room)

Act: do

(copy) „Hello“

Figure 2: Backend-based dialogue acts in task-oriented dialogues

following top-level dialogue-acts: information seeking, information providing and action
requesting. We must not mix up these categories. An instruction like “Search for hotels in
London that offer breakfast” is not an action request but an information seeking act.

We now have the role-attribute (concern and reply) and the act or goal of the user (infor-
mation seeking, information providing, action requesting). Apart from that, we can also
define domain, speaker and form. Even a single-task system consists of different domains,
i.e. task domain, social domain and dialogue domain. Whereas all task-related requests
obviously belong to the task domain, requests like “Could you repeat that?” or “Let’s
restart” are dialogue-related (i.e. they influence the behaviour of the dialogue). Here we
also distinguish between getInfo, setInfo and do. A dialogue-oriented do-request is es-
pecially interesting in the context of adaptability because it allows the user to influence
dialogue attributes, e.g. “Please use indirect confirmation” or “Set the voice to female”.
The social domain represents social obligations that need to store or retrieve information
like “Hello, my name is Markus” (setInfo) resp. “Do you remember my name?” (get-
Info). Of course most social obligations don’t need any access to the backend. Most acts
are symmetric adjacency pairs like openings and closings (greet, say goodbye). Hence we
introduce a special dialogue act – copy – that doesn’t need backend access. As already
mentioned, another attribute is the speaker. Here we distinguish user and system. The
form of an utterance is the most basic information. It can be seen as the foundation for
any further analysis. But since form and function don’t build a one-to-one relationship,
the inference of the function based on form and context is an eminent task. Sometimes we
regard form as secondary illocution and function as primary illocution.

The resulting dialogue model consists of role, speaker, act/function, form and domain, e.g.
“Could you please open the window?” can be formalised as a quintuple: (concern, user,
action request, question, smart room). Of course this information only allows us to call
the correct type of backend function, i.e. we identify the general user goal. The actual
proposition has to be modelled in the next step.
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5 Conclusion and Future Work

The adaptation of speech dialogues is important for the usability of the system. We have
shown several possibilities how to adapt dialogues, i.e. when adaptation should take place
and what characteristics can be adapted. Our examples include the adaptation of the ini-
tiative in case of errors or bad recognition confidence, the adaptation of the style or for-
mulation, change of language and voice and the adaptation of the confirmation strategy.

In order to be able to create an adaptable dialogue system, we first need a dialogue model
which allows us to define dialogue systems in an abstract way. As you can see in figure
3, in this paper we have realised a model for the general user goal. This is the first
step for creating an adaptive dialogue system. In our future work we will address further
modules, i.e. the inference of the proposition, the language generator and of course the
dialogue manager that determines how communication takes place. All of these parts have
to interact with the adaptation context for the system to be able to adapt properly.

Figure 3: Interaction of the modules with the adaptation context
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Abstract: Wireless communication is nowadays one of the areas attracting a lot of
research activity due to the strongly increasing demand in high-data rate transmis-
sion systems. The use of multiple antennas at both the transmitter and receiver side
has stimulated one of the most important technical breakthroughs in recent commu-
nications allowing increasing the capacity and dropping the bit-error rate. However,
multiple-input multiple-output (MIMO) systems are not limited to wireless MIMO
systems and can be observed in a huge variety of transmission links and network parts
and have attracted a lot of attention since the mid 90’s. In the field of optical MIMO
transmission systems, multi-mode (MM) fibre offers the possibility to transmit dif-
ferent signals by different mode groups. The perspective of the MIMO philosophy
within the field of optical transmission systems is elaborated in this contribution based
on channel measurements within a (2× 2) MIMO system. For the channel measure-
ments the second optical window and a fibre length of 1, 4 km was chosen. Computer
simulations on an overall data rate of 10, 24 Gbps underline the potential of multi-
mode fibres in optical high-data rate MIMO communication systems and show that
in order to achieve the best bit-error rate, not necessarily all MIMO layers have to be
activated.

1 Introduction

The increasing desire for communication and information interchange has attracted a lot of
research since Shannon’s pioneering work in 1948. A possible solution was presented by
Teletar and Foschini in the mid 90’s, which revived the MIMO (multiple-input multiple-
output) transmission philosophy introduced by van Etten in the mid 70’s [Tel99, Fos96,
van75, van76].

Since the capacity of MIMO systems increases linearly with the minimum number of an-
tennas at both the transmitter as well as the receiver side, wireless MIMO schemes have
attracted substantial attention [MC05,MW02] and can be considered as an essential part of
increasing both the achievable capacity and integrity of future generations of wireless sys-
tems [K0̈6,ZT03]. However, the MIMO technique isn’t limited to wireless communication
and a lot of scenarios can be described and outperformed by the MIMO technique.

In comparison to the wireless MIMO channel, the optical fibre is an important type of
a fixed-line medium, which is used in several sections of telecommunication networks,
where single- and multi-mode fibres are distinguished [SSB08, WG90].
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Optimizing the transmission on high-data rate links is in particular of great practical in-
terest for delivering voice or video services in mobile IP (Internet Protocol) based net-
works in the access domain. Unfortunately, the inherent modal dispersion limits the max-
imum data speed within the multimode fiber (MMF). In order to overcome this limitation,
the well-known single-input single-output systems, also called SISO systems, should be
transferred into systems with multiple-inputs and multiple-outputs, also called MIMO sys-
tems [HT06, SSB08]. Taking finally into account that delay-spread in wireless broadband
MIMO transmission systems isn’t any longer a limiting parameter, MMF links should be
well suited for high-speed data transmission [RC98, RJ99].

Different research groups, e.g. [SR07, SSR08], have adapted the MIMO technique on
optical communication channels. The experimental equalization of crosstalk within fre-
quency non-selective optical MIMO systems has attracted a lot of research [SR07,SSR08].
By contrast, frequency selective MIMO links require substantial further research, where
spatio-temporal vector coding (STVC) introduced by RALEIGH for wireless MIMO chan-
nels seems to be an appropriate candidate for optical transmission channels too [RC98,
RJ99].

In this contribution the spatial multiplexing (SM) is implemented at the transmitter side
via different sources launching light with different offsets into the fibre. At the receiver
side, i.e. at the fibre end, various spatial filters are implemented [PALA11]. By launch-
ing light with different offsets into the fibre, different mode groups are activated, which
propagate along the fibre with different speed and attenuation. Together, with the crosstalk
between the different mode groups, the classical MIMO channel is formed, where the
most beneficial choice of the number of activated MIMO layers and the number of bits per
symbol offer a certain degree of design freedom, which substantially affects the perfor-
mance [ABP09].

Against this background, the novel contribution of this paper is that based on channel mea-
surements within a (2×2) optical MIMO system, the perspective of the MIMO philosophy
within the field of optical transmission systems is elaborated. Our results show that even
for relatively long (e. g. 1, 4 km) transmission lengths high data rates (e. g. 10, 24 Gbps)
are feasible and that the choice of the number of bits per symbol and the number of acti-
vated MIMO layers substantially affects the performance of a MIMO system, suggesting
that not all MIMO layers have to be activated in order to achieve the best BER.

The remaining part of this paper is organized as follows: Section 2 introduces the optical
MIMO channel. The crosstalk impact within the optical MIMO channel is studied in
section 3, while the associated performance results are presented and interpreted in section
4. Finally, section 5 provides some concluding remarks.

2 Optical MIMO Channel

In order to comply with the demand on increasing available data rates, systems with mul-
tiple inputs and multiple outputs, also called MIMO systems (multiple-input multiple-
output), have become indispensable and can be considered as an essential part of increas-
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Figure 1: Forming the optical MIMO channel (left: light launch positions at the transmitter side
with a given eccentricity ξ, right: spatial configuration at the receiver side as a function of the mask
radius r)

ing both the achievable capacity and integrity of future generations of communication
systems [K0̈6], [ZT03].

In this work the potential of the MIMO philosophy in optical channels is elaborated, based
on channel measurements. Basically, light launched at different positions within the fibre
activates different mode groups, which propagate along the fibre with different speed. Low
order mode groups, activated by light launched into the center of the fibre, lead to a power
radiation pattern concentrated at the center of the fiber end whereas higher order modes,
activated by light launched at an off-center position, e. g., with a given eccentricity ξ,
within the fibre, lead to power radiation pattern concentrated at the off-center of the fiber-
end. Therefore, by launching light into the fibre with given eccentricities, as highlighted
in Fig. 1, different spatially separated power distribution pattern can be obtained at the
receiver side to form the optical MIMO channel.

According to Fig. 1, the optical input TX1 was adjusted to launch light into the center of
the core (center launch condition), whereas for the optical input TX2 a given eccentricity ξ
was chosen (off-center launch condition). The activated modes can be separated at the fibre
end by the corresponding power distribution pattern. Fig. 2 illustrates the simulated power
distribution pattern by activating low- and high-order modes. The simulations are in good
agreement with the measured power radiation pattern as depicted in Fig. 3 for different
parameters of the eccentricity ξ. Now, spatial ring filters at the end of the transmission
line as depicted in Fig. 1 have been applied for channel separation. These spatial filters
have been produced by depositing a metal layer at fiber end-faces and subsequent ion
milling [PALA11], [PAL10].

Together, with the crosstalk between the different mode groups, the classical MIMO chan-
nel is formed (Fig. 4) [PALA11], [PAL10].
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Figure 2: Simulated mean power distribution pattern (left: by the LP01 mode, right: by activating
all solutions of LP81 modes); the dotted line represents the 50µm core size.

Figure 3: Measured mean power distribution pattern as a function of the light launch position (left:
eccentricity ξ = 0µm, right: eccentricity ξ = 18µm); the dotted line represents the 50µm core
size.
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Figure 4: Electrical MIMO system model (example: n = 2)

3 Crosstalk Impact

In this section it is studied, how the crosstalk impact depends on the MIMO system config-
uration. Therefore at this point the eccentricity of the transmitter side MIMO configuration
as well as the mask radius of the ring filter configuration at the receiver side are investi-
gated in an exemplary system according to Fig. 5. It is assumed, that each MMF input

uq 1(t)

uq 2(t)

Gs(f)

Gs(f)

us 1(t)

us 2(t)

G11(f)

G12(f)

uk 1(t)uk 11(t)

uk 12(t)

Figure 5: Electrical system model of transmitter and MMF with crosstalk (example: n = 2)

is fed by a system with identical mean properties with respect to transmit filtering, pulse
frequency fT = 1/Ts, the number of signalling levels and the mean transmit power Ps.

The source signals uq1(t) and uq 2(t) traverse the transmit filters with the transfer function
Gs(f). Then the wanted transmit signal us 1(t) passes the MMF, modelled by the trans-
fer function G11(f) and causes the signal uk11(t) with power Pk 11 at the MMF output,

21



0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

r (inµm) →

no
rm

al
iz

ed
ou

tp
ut

po
w

er
→

Pk 11(0µm, r)/Pmax

Pk 22(10µm, r)/Pmax

Pk 22(14µm, r)/Pmax

Pk 22(18µm, r)/Pmax

Figure 6: Measured electrical signal power Pk ν µ(ξ, r) at the MMF output as a function of the mask
radius r for given parameters of the eccentricity ξ

whereas the crosstalk signal uk 12(t) (with power Pk 12), which is fed into the MMF with a
given eccentricity ξ, originates at the MMF output, after the transmit signal us 2(t) passed
the filter with the transfer function G12(f), which models the coupling from optical input
2 to the output 1 (Fig. 5).

In general, the MIMO performance is affected by both the mask radius r and the eccentric-
ity ξ. As highlighted in Fig. 6, the power of the wanted signal uk 11(t) at the MMF output,
distributed in the inner ring, increases monotonically with rising mask radius r, whereas
at the same time the power of the wanted signal uk 22(t), distributed in the outer ring,
decreased with increasing mask radius and increased eccentricity. In addition a channel
asymmetry can be observed which is caused by the larger differential mode attenuation of
the higher order mode groups. From this point of view it can be concluded that a mask
radius in the range of 5µm to 15µm should be chosen in order to have adequate power at
both outputs.

From a practical point of view the power Pk 12(ξ, r) of the crosstalk signal uk12(t) at
the MMF output is an interesting indicator for the strength of the crosstalk disturbance,
which depends on the mask radius r and the eccentricity ξ. In order to assess the effect
of crosstalk on the wanted signal not only the pure crosstalk signal power is of interest,
but rather the behaviour of the powers of the wanted signal and the crosstalk signal to
each other. This behaviour may be investigated by a signal-to-crosstalk-interference ratio
(SCIR)

%k 11(ξ, r) =
Pk 11(0, r)

Pk 12(ξ, r)
and %k 22(ξ, r) =

Pk 22(ξ, r)

Pk 21(0, r)
. (1)

Since MIMO makes use of the interference for channel improvement the SCIR should not
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Figure 7: Electrical signal-to-crosstalk-interference ratio (SCIR) %k at the MMF outputs as a func-
tion of the mask radius r and the eccentricity ξ

be chosen as high as possible like in orthogonal transmission. Referring to Fig. 7 this
means for lower order modes (output 1) a movement towards larger mask radiuses and
vice versa for higher order mode groups (output 2).

Though a relationship between the spatial mode location and the channel’s impulse re-
sponse needs to be established for an exact BER (bit-error rate) trade-off it can already
been concluded from Fig. 6 and Fig. 7 that mask radiuses in the range of about 5µm to
15µm should be used for further BER analyses.

4 Performance Analysis

For BER analysis, a frequency selective SDM (spatial division multiplexing) MIMO link,
composed of nT inputs and nR outputs, is considered. The block-oriented system for
frequency selective channels is modelled by

u = H · c+w . (2)

In (2), the transmitted signal vector c is mapped by the channel matrix H onto the received
vector u. Finally, the vector of the additive, white Gaussian noise (AWGN) is defined by
w [PALA11, ABP09]. The interference between the different input’s data streams, which
is introduced by the off-diagonal elements of the channel matrix H, requires appropriate
signal processing strategies. A popular technique is based on the singular-value decom-
position (SVD) [Hay02] of the system matrix H, which transfers the whole system into
independent, non-interfering layers having unequal gains [PALA11, ABP09].
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In this contribution the efficiency of fixed transmission modes is studied regardless of
the channel quality. Assuming predefined transmission modes, a fixed data rate can be
guaranteed.

For comparison reason the performance of a wireless broadband MIMO system is studied.
From wireless MIMO channels it is known that delay spread isn’t any longer a limiting
parameter [Ges04, ABP09]. In order to analyze the influence of delay-spread in wireless
MIMO systems, the following broadband MIMO system model is considered: It is as-
sumed that the number of transmit antennas equals the number of receive antennas, e. g.,
nR = nT = 4, and that the (Lc + 1) channel coefficients, between the µth transmit
and νth receive antenna have the same averaged power and undergo a Rayleigh distribu-
tion [ABP09]. Finally, a block fading channel model is applied, i. e., the channel is as-
sumed to be time invariant for the duration of one SDM MIMO data vector. The obtained

Table 1: Investigated wireless transmission modes

throughput layer 1 layer 2 layer 3 layer 4

8 bit/s/Hz 256 0 0 0

8 bit/s/Hz 64 4 0 0

8 bit/s/Hz 16 16 0 0

8 bit/s/Hz 16 4 4 0

8 bit/s/Hz 4 4 4 4

BER curves are depicted in Fig. 8 and 9 for the different QAM constellation sizes and
MIMO configurations of Tab. 1, when transmitting at a bandwidth efficiency of 8 bit/s/Hz
within a given bandwidth. Assuming a uniform distribution of the transmit power over
the number of activated MIMO layers, it turns out that not all MIMO layers have to be
activated in order to achieve the best BERs. Comparing the results depicted in Fig. 8 and
9, it can be seen that a high delay spread is quite beneficial for a good overall performance.

Now, the results are applied to the optical MIMO channel. For numerical analysis it is
assumed, that each optical input within the MMF is fed by a system with identical mean
properties with respect to transmit filtering and pulse frequency fT = 1/Ts. Within this
work, the pulse frequency fT is chosen to be fT = 5, 12 GHz. The average transmit
power is supposed to be Ps = 1V2 and as an external disturbance a white Gaussian
noise with power spectral density N0 is assumed. In order to transmit at a fixed data
rate, an appropriate number of MIMO layers has to be used, which depends on the specific
transmission mode, as detailed in Tab. 2 for the investigated (2×2) optical MIMO system.

The obtained BER curves are depicted in Fig. 10 for the different ASK (amplitude shift
keying) constellation sizes of Tab. 2. For the investigations, an eccentricity of ξ = 10µm
and a mask radius of r = 15µm was assumed, which was found to be beneficial for
minimizing the overall BER at a fixed data rate. Assuming a uniform distribution of the
transmit power over the number of activated MIMO layers, it turns out that not all MIMO
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Figure 8: BER when using the transmission modes introduced in Tab. 1 and transmitting 8 bit/s/Hz
over frequency selective channels with Lc = 1 (two-path channel model)
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over frequency selective channels with Lc = 4 (five-path channel model)
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Table 2: Investigated optical transmission modes

throughput layer 1 layer 2

2 bit/s/Hz 4 0

2 bit/s/Hz 2 2
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Figure 10: BER when using the transmission modes introduced in Tab. 1 and transmitting 2 bit/s/Hz
over frequency selective optical MIMO channels

layers have to be activated in order to achieve the best BERs.

5 Conclusions

In this paper the perspective of the MIMO philosophy within the field of optical transmis-
sion systems is investigated. Our results, obtained by channel measurements and computer
simulations, show the potential of MIMO techniques in the field of optical transmission
systems. In combination with appropriate MIMO signal processing strategies, an improve-
ment in the overall BER was obtained.
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Abstract: Seamless human-computer-interactions (HCI) needs systems, which are de-
signed in a human-centric way. This includes the use of user models, which take into
account internal states of the user such as, for example, the focus of attention. Eye
movements and the locations of fixations are an important indicator for the focus of
visual attention. However, accurately predicting eye movements remains a challeng-
ing problem. So-called saliency maps are a promising tool to predict eye movements
based on bottom-up “salient” image features. Here we report, for the first time, sta-
tistical properties of saliency in natural luminance and depth images. We find that
the distribution of saliency in luminance images is unimodal whereas it is bimodal in
depth images. As a consequence, low-saliency locations in luminance images can be
highly salient in depth-images. This first characterization of joint luminance and depth
saliency is an important first step towards developing models of eye movements, which
operate well under natural conditions such as those encountered in HCI in ubiquitous
computing settings.

1 Introduction

Truly ubiquitous computing and seamless human-computer-interaction (HCI) require sys-
tems, which are human-centric in the sense of taking into account a user’s internal states
such as intentions, current goals, or the focus of attention. The latter is widely acknowl-
edged as an important factor to be considered in the design of user interfaces, and efforts
to respect the human attentional system in the design of user interfaces have been made
[HKPH03, WLLB04, Rod11].

Most user interface design principles, which respect the human attentional system, are
essentially a collection of best practices, which respect theories of attention developed
within, for example, cognitive psychology. Those theories, however, are often rather ab-
stract with limited predictive power for particular HCI scenarios. Instead, we argue that
∗{lars.schwabe,redwan.mohammed}@uni-rostock.de
†http://ars.informatik.uni-rostock.de
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a satisfying theory of attention applicable to HCI shall make specific and testable predic-
tions for interactions and even physiological signals based upon which the attentional state
and focus of attention of a user can be inferred.

Eye movements and the visual field locations during fixation periods are often considered
as an informative observable, but eye movements are at best an indirect measure of atten-
tion. It is known for a long time that task-demands affect the patterns of eye movements
[Yar67]. Hence, properly predicting eye movements is still a challenging task, in particular
for more natural scenarios [BKK10] such as those encountered in ubiquitous computing.
The notion of a saliency map has been turned out helpful in visual attention research: Here,
certain locations in the visual field are determined as “salient” if they are – in statistical
terms – outliers relative to the surrounding visual field locations. Computational mod-
eling of the visual system was quite successful in the sense of predicting saliency maps
based on image properties, which closely match the experimentally measurable maps of
eye movements and fixation periods [IK01].

a) b) c)

User A User B

Visual Input

Saliency User A Saliency User B

Saliency Predictor

x

Task
demands

Figure 1: Application scenario for using saliency maps in smart environments. a) A typical scenario
in the smart meeting room of the MuSAMA GRK (see musama.de). b) First abstraction with a
speaker in front of a presentation screen and two users looking at that screen. c) Illustration of how
to use a saliency predictor, which computes a saliency map, in such a setting: Users A and B have
approximately the same visual input, but depending on their task demands, different locations in
their visual field are rendered as most salient (red crosses). The saliency predictor shall combine
bottom-up (the visual input) and top-down information. In this paper, however, we focus only on the
bottom-up part.

Such saliency maps reflect bottom-up attentional processes, i. e. the attraction of attention
by external cues. They do not consider task demands or the user’s internal state. However,
based on principles derivable from, for example, a notion of optimal information process-
ing the responses in visual search experiments could be predicted [NI07]. Here we argue
that a truly human-centric HCI shall be based on such theories, which can be used to make
specific predictions for various HCI scenarios as compared to plain descriptive or even just
heuristic design principles.

Figure 1 illustrates how saliency maps can be used within a so-called smart lab (Figure 1a):
Various sensors may extract the gaze direction of users in a room. But even if the gaze
direction is similiar, as for user A and B (Figure 1b), the saliency maps can still differ due
to different task demands. For example, while user A aims at following the presentation,
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user B’s task might be to spot spelling mistakes in slides, which shall make differnt visual
field locations salient. Moreover, saliency maps yield richer information than just gaze
direction, because they label the whole visual field of a user. This is valuable information
for estimating the internal states of users such as in, for exmaple, intention recognition, to
adapt visual interfaces, or to place important information.

In this paper, we report the results of a first experimental study to further improve the
computation of saliency maps, i. e. to make them ultimately more predictive for eye
movements. More specifically, we investigate a collection of natural scenes in terms of
their saliency based on the two-dimensional (2D) pixel images and the corresponding
depth images. The investigation of natural images in terms of their statistical properties
is a prominent approach in vision research, because it informs us about the environment
to which our visual system has been adapted during evolution and ontogenesis. However,
here we go beyond the analysis of the 2D pixel images by incorporating depth images.
Those cannot be sensed directly by our visual system but need to be inferred. The rational
for investigating depth images is that they may reveal the “saliency that matters”, because
when interacting with the environment we evolved by interacting with objects in a three-
dimensional (3D) world. Thus, we hypothesize that saliency maps respecting this will
ultimately outperform saliency maps computed only on the basis of 2D pixel images in
terms of predicting eye movements.

This paper is organized as follows: First, we describe the material and methods we used
(2). Then, we present the results of our analysis, where we first compare the spatial corre-
lations of the 2D and depth images for different scenes (Sec. 3.1) and then the estimated
saliences for 2D and depth images (Sec. 3.2). We close with a summary and an outlook.

2 Materials and methods

2.1 Image collection

a) b)

Figure 2: Examples from the image collection. a) Pixel images of city scenes. b) Resized pixel
image (now with 55 rows) and a patch for the 2D image (top right) and the depth image (bottom
right; red=closer, blue=more distant).
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Our analysis is based on a collection of images obtained from Stanford University [AS09]
(see Figure 2). The total number of images in this database is 400. The 2D color pixel
images were recorded with a high resolution, but the depth images with a resolution of
305 × 55 pixel (width × height). The 2D pixel images were rescaled to the reduced
resolution of the depth images and aligned. Details of this procedure are described in
the analysis codes, which are provided together with the freely available image collection
[AS09]. The luminance color images were transformed into a gray-scale images by taking
the gray-value for each pixel in the 2D image as the mean of the RGB values in the color
image.

All images were inspected manually and then labeled as either “forest scene”, “city scene”,
or “landscape scene”. Only 12 images were labeled as landscape scenes, and we did not
include them in our analysis. 80 scenes were labeled as city scenes, and the remaining
ones as forest scenes. Therefore, we compared only forest and city scenes. All analyses
were repeated by taking random subsets of size 80 from the forest scenes (as we had 80+
forest scenes). The results reported here were not affected by this difference in the sample
sizes.

2.2 Analysis methods

Spatial correlations

The correlation between pixels is probably the simplest characterization of images. It
reveals how spatial dependencies in images fall off with distance. The luminance and
depth values are each given by a single number. Based on these numbers we estimated the
correlation coefficient as a function of the distance between any two pixels, i. e.

corr (d) := corr(X1, X2) =
cov(X1, X2)√

var (X1) var (X2)
, (1)

where X1 and X2 are two random variables representing two gray-scale/depth values of
two pixels separated by d pixel. Here,

cov [X1, X2] = E [X1X2]− E [X1]E [X2] (2)

var [X] = E
[
X2
]
− E [X]

2 (3)

are the covariance and variance, respectively. E [·] denotes the expectation, which we
estimated by the sample mean.

Local standard deviation as a feature

We separated each image, i. e. both the luminance and the depth image, into non-
overlapping small patches of size 6×6 pixel. Given that the the resolution of these images
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is 305 × 55 pixel, a pixel-wise square patch corresponds to a vertically elongated rectan-
gular patch in visual space. Therefore, we report all results for distances in pixel, which
cannot be related directly to visual space, but still allows for a fair comparison between 2D
and depth images, because the 2D images were resized and aligned to the depth images.
Then, we computed the standard deviation of the 6 × 6 gray-scale values for each patch
as the value of a local feature. The same was done for the depth image. This yielded, for
each image i, the values f2D (x; i) and fdepth (x; i) as the local feature for the visual field
location x.

The z-score to quantify saliency

Within an image i we consider a location x1 as more salient than another location x2 in
terms of the 2D image feature when f2D (x1; i) > f2D (x2; i); the same applies to the
depth images. In order to abstract from the absolute values of these features, we consider
the corresponding z-scores of these features and not the values of the features itself. The
z-score at a location x in an image i is given by

z (x; i) =
f (x; i)− µ (i)

σ (i)
,

where µ (i) and σ (i) are the mean and standard deviation of the feature within the i-th
image, i. e. f (·) could be either f2D (·) or fdepth (·). This way, saliency is defined
relative to an image not in absolute terms.

3 Results

3.1 Spatial correlations

The luminance and depth images clearly differ in terms of their spatial correlations, which
is illustrated in Figure 3a-c and summarized in Figure 3d. Consider the example luminance
image and the corresponding depth image: While the gray-scale values of the pixels in
the luminance image along a horizontal line (see arrow) is variable (Figure 3c, blue line)
the corresponding depths are almost constant (Figure 3c, green line). This suggests that
the 3D environment is spatially much more homogeneous than it appears from the 2D
pixel images. Interestingly, the spatial correlation over many images reveals a scene-
dependence: While the correlations in the luminance images is similar for forest and city
scenes (Figure 3d, solid lines), the correlation in the depth images in the city scenes are
more extended than in the corresponding luminance images (green dashed vs. green solid
line). This is probably due to the presence of many spatially extended surfaces such as
walls, streets, etc. On the other hand, the depth images in forest scenes seems to vary less
smoothly than the luminance images (blue dashed vs. blue solid line). This could be due
to the presence of many strong depth discontinuities in forest scenes such as in trees.
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Figure 3: Example to compare the changes in gray-scale and depth values with distance. a,b) Color
and depth image of an example scene. c) Gray-scale and depth values of the pixels along the black
arrow in panels a,b. d) Spatial correlation as a function of distance measured in pixel. The pixel
pairs selected for estimating this function were selected randomly from all possibly pixel pairs in an
image.

3.2 Distribution of saliency in natural images

c)

a) b) d)

Figure 4: Example of saliency in a 2D and depth image. a) Color image of a scene. b) Resized image
in gray-scale and corresponding saliencies based on the standard-deviation feature (see Section 2).
Shown are the z-scores (white=high z-score, black=low z-score). c) Same as b) but for the depth
image. d) Scatter plot of the z-scores in b,c with each point corresponding to an image patch.
Saliencies in 2D appear to be unimodal, depth saliency is clearly bimodal.
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To illustrate the computation of saliency maps we computed the saliency based on the
standard-deviation feature for an example image shown in Figure 4a. Compare the z-
scores shown Figure 4b,c (right panels). They are shown using the same color-scale. It
is obvious that the luminance image has much more intermediate z-scores than the depth
image, which has mainly small values with some high values at the location of the depth
discontinuities at the tree trunks. This difference is also prominent in the scatter plot shown
in Figure 4d, where the 2D saliencies appear to be unimodal but the saliencies for the depth
image are bimodal, i. e. with either low or high values.
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Figure 5: Joint and marginal distributions for the 2D and depth saliency. a) Joint probability dis-
tribution for the 2D and depth saliency computed for 80 forest and city scenes, estimated using a
two-dimensional histogram. Both panels use the same (logarithmic) color-scale. Black corresponds
to high probabilities. b) Marginal distributions for the forest (solid line) and city scenes (dashed
lines).

We also performed this analysis for 80 forest and city scenes. The resulting joint distribu-
tion for the saliency in the 2D and depth images is shown in Figure 5a. Interestingly, the
locations with high saliency in the depth image correspond to low salient locations in the
2D image. If the “saliency that matters” for our interaction with the 3D environment are
the salient locations in the depth images, then they are not spotted by our (certainly very
simplistic) 2D saliency algorithm. The marginal distributions are shown in 5b and reveal
that 2D saliency is distributed unimodal, whereas depth saliency is bimodal. By visually
comparing the joint distribution for forest with city scenes, it appears as if depth saliency is
“more bimodal” in forest than in city scenes, but future studies need to explore this further.

4 Conclusion

In summary, we have analyzed the saliency in 2D pixel and depth images using a rather
crude and highly simplistic feature: the local standard deviation of pixels. We find that
saliency in depth images is bimodally distributed with highly salient locations correspond-
ing to low salient 2D image locations. Given that most saliency algorithms work on the 2D
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images, this finding points towards including depth cues into the computation of saliency
maps as a promising approach to improve their plausibility.

We also found differences between scenes in the spatial correlation functions and a ten-
dency for saliency being more bimodal in forest than in city scenes. It is obvious that
these two types of scenes differ in terms of their depth structure, but our first analysis
could not make that distinction as clear as expected. We hypothesize that this is due to
the (intentionally) rather simple feature we used and the lack of local “center surround
interactions”, i. e. a cross-talk between neighboring image locations. Finally, we suggest
that saliency maps shall become an integral part of any user model in HCI, in particular for
HCI in ubiquitous computing settings, where users are experiencing a much richer visual
environment than in the desktop-area of computing. Future work needs to i) include such
saliency maps into user models for the sake of, for example, adapting user interfaces to
the attentional focus, ii) use more and different features (both 2D and depth features/cues)
for the computation of saliency maps, and iii) systematically compare the predictions with
experimentally measured eye movements. Including a scene-dependence into applications
of such saliency algorithms will further improve their utility.
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Abstract: This  article  addresses  multi-robot  map merging  and  the  problem of 
acquiring reliable merging results. The conceptual model of the multi-robot map 
merging  in  the  context  of  mapping  is  presented.  The  model  can  be  used  to 
dynamically  propose  and  reject  map  merging  hypotheses  without  losing  the 
information  acquired  after  the  map  merging.  It  consists  out  of  three  modules 
(Global  map  merging  module,  Local  map  merging  module  and  Hypothesis 
verification module), and each module fulfills an important role to ensure that the 
map merging is reliable and easily reversible. 

1 Introduction

One of the fundamental  problems in mobile robotics is  the environment mapping 
problem. Robots need to be able to construct a map of the environment and to use it for 
the proper behavior including motion planning and navigation.  While the use of robot 
teams becomes more and more widely used, the issue of robot coordination becomes one 
of the central questions to be addressed. If multiple robots are used for the exploration of 
the environment, their collected information has to be fused into one general global map. 
The map fusion from multiple robots into one global map is called map merging [Ko03]. 

Map merging might be considered from two different viewpoints:
1. Map merging is considered as a physical fusion of two robot maps – the search 

process in transformation space leading to one or more transformations to be 
evaluated. In some cases also the preprocessing of the maps is performed. In 
this case research subjects address the search strategies, feature spaces that are 
used for map comparison and the evaluation metrics of the map merging result. 

2. Map merging is considered in the context of the mapping. The main advantage 
of this approach is that the results of map merging can be verified. However, in 
this case the map merging reversion, the choice of the maps and other problems 
have to be addressed in addition to the research of physical map fusion. 

There are two main sources  of information used for  robot map merging: relative 
positions of robots and heuristics [And10]. If the relative positions are known or might 
be determined during the mapping, it is possible to acquire the relative reference frames  
of the local maps and as a consequence it becomes feasible to merge the maps reliably. 
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Unfortunately  in  practice  the  positional  information  of  the  robots  is  usually 
unavailable. In  this case the map merging hypothesis can be acquired with the help of 
some heuristic.  The heuristic is  a  function that  provides  an estimate of  solution cost 
[RN02]. In the map merging case function is a feature space that describes the maps. 
Unlike map merging that uses robot positional information, it is impossible to determine 
whether the map merging hypothesis is true, when only heuristics are available. 

Most of the researches in the map merging area address solely the physical fusion of 
maps  [BC06,  Car08,  LLW05,  TEE10].  While  these  approaches  evaluate  the  map 
merging by applying some similarity measure or metric, they do not guarantee reliable 
results, because only heuristics are used as the source of information. 

Few researchers  have  addressed  the  problem of a  reliable  map merging [Kon03, 
HB05]. In [Kon03] the problem of the reliable map merging is addressed as a decision 
where  both  the  absolute  likelihood  (the  similarity  of  the  two  maps  for  a  particular 
transformation) and the relative likelihood (the similarity of the two maps for a particular 
transformation compared with other transformations) are taken into account. This work, 
however, does not consider a particular case where the acquired result is wrong and has 
to be reversed. Instead, the emphasis is put on the avoidance of inaccurate results.

In [HB05] it  is admitted that  it  is natural  to make mistakes when merging maps. 
Therefore the merged maps need to be stored in a way that allows a simple discarding of 
incorrect  hypothesis without losing the whole map or information acquired after map 
merging. It is proposed to store the maps of each robot in layers. Layer 0 stores the local 
map, Layer 1 – the maps created by merging Layer 0 map with other maps etc. The 
problem with this approach is that many maps have to be maintained simultaneously and 
it can prove to be computationally unfeasible. 

When no positional  information of the robots is  available,  it  is  not  certain if  the 
acquired map merging result is correct and therefore the map merging decision needs to 
be easily reversible. In this paper a conceptual map merging model is proposed to ensure  
the reliable and easily reversible merging of the robot maps. The proposed map merging 
model differs from the existing map merging approaches in two ways:

• It addresses not only the physical map merging but the whole process of map 
merging  in  the  context  of  mapping.  It  allows  to  dynamically  create  new 
hypotheses and also offers a simple way to discard them and return to previous 
state without losing local information gathered by robots.  

• It distinguishes the local map merging from the global map merging. Local map 
merging addresses only the search of transformation between two given maps. 
This is the point of view taken by most map merging researchers. Global map 
merging focuses  on the creation of global map – how, when and which local 
maps should be merged to create the global map. 

2 The representation of the map merging hypothesis

To ensure that the map merging hypothesis is easy to reverse it is important to choose 
the appropriate representation.  If the robots merge their local maps and continue the 
mapping by using one common map, it is not an easy task to separate the maps without  
losing the information acquired after merging [Kon03]. 
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An  alternative  –  to  maintain  both  local  and  merged  maps  –  can  become 
computationally inefficient,  especially if the maps are large and/or several  robots are 
involved  in  mapping.  Therefore  such  merging  should  be  executed  only  if  the  map 
merging  is  considered  to  be  reliable,  i.e.  sometime  during  the  mapping  the  relative 
positions of the robots are acquired. To avoid the potential problem of map separation,  
the maps after merging are still maintained locally. 

In  the  Figure  1  the  format  of  map  merging  hypothesis  can  be  seen.  Hypothesis 
contains the information about the two merged maps and the transformation between 
them. Transformation  is  the  position of  the  second  map against  the  first  map – the 
translations along X and Y axis and the rotation. This representation of the hypothesis 
allows to use the local maps for the creation of the global map or to reject the hypothesis 
at any time without actually having to maintain multiple maps simultaneously.

Figure 1: The representation of map merging hypothesis

One map merging hypothesis is obviously not enough when there are several robots 
that map the environment. Currently there is no map merging approach that would be 
able to merge more than two maps simultaneously without the positional information. 
Therefore some gradual merging is required to create the global map of multiple robots 
involved  in  mapping.  In  [AGG05]  the pivot  method is  proposed  for  the  merging of 
multiple maps. In this approach every two adjacent maps (maps are considered to be 
ordered sequentially) are merged and then the relative transformations with the rest of 
maps  are  computed.  It  means  that  for  n  robots  n-1 mergings  and  n-2 relative 
transformation computations are necessary to acquire the global map. 

However, it is possible to acquire the global map by using only n-1 mergings without 
computing  relative  transformations.  It  is  achieved  by  using  each  map  for  merging 
exactly once. Figure 2 depicts the resulting hypothesis hierarchy. In this case only the 
maps that have not been used in any other mergings are used in further mergings. 

Figure 2: Hypothesis hierarchy for the minimal count of mergings
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3 The conceptual model of map merging in the context of mapping

There  is no single map merging approach that is suitable for all possible mapping 
cases. The conceptual model (see Figure 3) described in this paper makes the following 
assumptions: 

• The maps used in mapping and map merging are metric maps. Metric maps are  
more detailed and therefore allow the robots to determine their position in the 
environment more precisely and to create optimal movement paths [Thr02]. 

• All information acquired by the individual robots during the exploration of the 
environment is accessible at any time and the computations are centralized. 

• The initial relative positions of the robots are unknown at the beginning of the 
exploration. However, it is assumed to be possible that robots meet or sense each 
other during the exploration. It is very restrictive to assume that the robots start  
the exploration in a common reference frame. It would mean that either all robots 
start the exploration in the same exact location or the exact distance and angle 
between them is known. 

Figure 3: The conceptual map merging model 

Information flows represented in the Figure 3: 1) local maps of the robots and information about 
the relative positions of the robots if the meeting occurs; 2) the maps to be merged and in some  
cases the relative positions of the robots 3) and 6) map merging hypothesis (transformations) and 
messages about map merging failure; 4) local maps of the robots; 5) updated hypothesis structure

There are three modules depicted in Figure 3: Global map merging module, Local 
map merging module and Hypothesis verification module. Each of these modules fulfills 
an important role to ensure that the map merging is reliable and easily reversible. 

3.1 Global map merging module

The Global map merging module is responsible for the maintenance of the global 
hypotheses hierarchy to achieve the goal of creation of global map. It decides when the 
map mergings should be made and which maps should be merged. 
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Robots  start  the environment  exploration by creating  their  local  maps.  When the 
robots have spent some time exploring (the exact timing might depend on the speed of  
robot exploration, size of local maps etc.), the merging of the maps can be initiated. For 
example, if four robots participate in mapping and create local maps m1, m2, m3 and m4, 
then the goal is to acquire the global map m1+m2+m3+m4. The Global map merging 
module uses the local maps of the robots and rejected hypotheses from the Hypothesis 
verification module to determine the mergings necessary to acquire full global map. 

It  is  possible that  during the initial  exploration some of the robots have met and 
determined their relative reference frames. In this case the local maps of these maps may 
be already merged before the global map merging process is initiated. 

An important question in the creation of the global map is how to choose the order of 
maps to be merged. Some possibilities include choosing the maps that have similar map 
size or similar features count. To ensure more diverse map merging combinations the 
failed map mergings and rejected hypothesis can be taken into account to choose the 
next map mergings. 

3.2 Local map merging module

There are two possible tasks that the Local map merging module can receive – map 
merging by using heuristics or map merging by using the positional information of the 
robots [And10]. As the information available is different, each of these cases should use 
a different map merging approach.

The  map  merging  module  in  Figure  3  depicts  the  map  merging  process  when 
heuristics are used. Map merging approaches that use heuristics consist of at least three 
steps [And11]: the identification of features in maps, the search and the evaluation of the  
result. The evaluation is an independent step that can be adapted to every map merging 
approach.  On the  other  hand the  feature  identification  and searching  is  often tightly 
interconnected within the bounds of one approach. For example, [Car08] describes the 
map merging approach  that  uses the Hough specters  of the maps as features.  These 
specters are then further used in the search of transformation. In approach proposed in 
[BC06]  a  stochastic  search  algorithm  uses  image  similarity  heuristic  in  each  step. 
Besides the three mandatory steps map preprocessing might be used for map merging to 
reduce the time that  is necessary for merging or to ensure the acquisition of a more 
precise result. 

The map merging when robot positions are known  is a much simpler task. In this 
case robot positions are used to determine the relative reference frames of robot maps. 
Even  if  the  positional  information  is  noisy,  it  is  still  useful  for  reducing  the 
transformation search space.

In some cases an acceptable map merging transformation is not found. The common 
part of the maps may be too small or there might be no common part at all. In this case  
the map merging fails, and this information is passed back to the Global map merging 
module. 
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3.3 Hypothesis verification module

The Hypothesis verification module uses the computed map merging hypotheses and 
information  from  robots  to  determine  if  the  map  merging  results  are  consistent  or 
rollback should be applied. During the merging and further exploration typically three 
situations can happen: 

1. The conflict arises. 
2. The meeting of two robots.
3. Nothing happens. 

Each of these events requires different  reactions from the Hypothesis verification 
module.

1) The conflict. The information coming from different robots is conflicting 
indicating that one or more map merging hypotheses are incorrect. 

Maps of higher levels are created by hierarchically merging the lower level maps. 
Periodically the global map (or maps, if there are several highest level maps) is updated.  
It is gradually recreated from the lower level maps and each step is verified. If a conflict 
arises in a hypothesis, then this hypothesis is discarded. All the higher level hypotheses 
that depend on it are also rejected. 

Figure  4  represents  an  example  of  such  situation.  To  create  the  global  map 
M1+M2+M3+M3 at first the sub-maps M1+M2 and M3+M4 have to be created. Let’s 
assume  that  a  conflict  arises  in  sub-map  M1+M2.  It  means  that  the  map  merging 
hypothesis  of  M1+M2 and  consequently  the  hypothesis  of  M1+M2+M3+M3 are 
incorrect.  These  two  hypotheses  are  then  discarded  leaving  only  one  map  merging 
hypothesis  M3+M4. To restore the global map of all robots new mergings have to be 
performed. 

Figure 4: The example of hypothesis rejection

2) The meeting of two robots.  The meeting means that robots reach each other’s 
sensor range and consequentially the relative positions can be determined. If two robots 
meet, they acquire new information that can be used for map merging – the relative  
positions of the robots. If these two robots have a common map merging hypothesis then 
it  is  possible  to  prove  or  reject  this  hypothesis.  In  the  case  of  rejection  all  other 
hypothesis that depend on it are also rejected. 
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It is more complicated to deal with the meeting, when the robots do not have a direct 
map merging hypothesis. Figure 5 depicts an example where two robots that have local 
maps  M1 and  M3 meets.  The  transformation  between  the  two  maps  can  be  now 
determined. Currently maps  M1 and  M3 do not have a direct map merging hypothesis 
but they have a connection at a higher level – the map  M1+M2+M3+M4. The newly 
acquired transformation must now be compared to the transformation of M1 and M3 that 
can be acquired from the existing hypothesis tree. If it is correct, then the tree remains 
unchanged with the exception  that  a  new map merging hypothesis  is  added directly  
between  M1 and  M3.  On the other hand, if it  is incorrect,  then the changes must be 
made.  The hypothesis  M1+M2+M3+M4 is  discarded  and a new hypothesis  M1+M3 
added. There is no reason to discard hypothesis M1+M2 and M3+M4, because they still 
might be correct.  The map pairs  M1+M2&M1+M3 and  M1+M3&M3+M4 each have 
one common map and the relative transformations between these maps can be acquired.  
By computing transformations, maps M1+M2+M3, M1+M3+M4 and consequently new 
global hypothesis M1+M2+M3+M4 can be acquired. 

Figure 5: The example of possible hypothesis hierarchy changes when robots that meet do not 
have direct map merging hypothesis and the hypothesis M1+M2+M3+M4 proves to be incorrect.

3) Nothing happens. Robots do not meet during the exploration and no conflicts 
arise. No map merging hypothesis are proven or rejected.  

4 Conclusions

In this paper a conceptual model of  the multi-robot map merging in the context of 
mapping is presented. The model can be used to dynamically propose and reject map 
merging hypotheses without losing the information acquired after the map merging. The 
representation of hypotheses as transformations in hierarchical format is used to reduce 
the computational and storage resources that are necessary for the map merging process. 
When using this representation, it is not necessary to maintain local and global maps 
simultaneously. Instead, it is possible to acquire the global maps any time by using the 
local maps of the robots and the hypothesis hierarchy. 
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The main goal of the proposed conceptual model is to enable reliable map merging 
and global map creation in the case where robots may not directly meet and acquire the  
estimations of each other’s position but the global map is still necessary for efficient task 
distribution.  One  such  multi-robot  system  is  currently  under  development  by  the 
researchers of Riga Technical university. The system consists of vacuum cleaner robots 
equipped  with  very  simple  sensors,  which  must  first  explore  a  room  to  efficiently 
distribute the cleaning areas. One central computer is responsible for all the map creation 
and merging computations so that  the individual  robots wouldn’t  need powerful  and 
consequently expensive processors. To avoid the placement of robots in predetermined 
positions, the initial locations of the robots are assumed to be unknown. 

In future it is planned to implement and validate the proposed conceptual model in 
the multi-robot system described above. If the conceptual model will be successful, then 
it  will  enable  the robot  team to create  a  global  map of  the  environment  completely 
autonomously. Currently no mapping and map merging approaches known to the author 
offer the solution to the particular case. Before the implementation can begin, the main 
task is to elaborate the global map merging mechanism – the choice of local maps to be 
merged and the timing of mergings. 
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Abstract: In this paper the neural network model for transient ischemic attacks 
recognition have been addressed. The proposed approach is based on integration of 
the NPCA neural network and multilayer perceptron. The dataset from clinic have 
been used for experiments performing. Combining two different neural networks 
(NPCA and MLP)  it  is  possible  to  produce  efficient  performance  in  terms  of  
detection and recognition transient ischemic attacks. The main advantages of using  
neural  network  techniques  are  the  ability  to  recognize  “novel”  TIA  attack 
instances, quickness and ability to assist the doctor in making decision. 

1 Introduction

Nowadays the use of Artificial Intelligence has become broadly applied in medicine. 
Every year in medical journals are issued over 500 academic publications concerning 
artificial  neural  networks  in  medical  applications  [1].  In  accordance  with  published 
literature the artificial  neural networks are powerful  tool for automatic diagnostics of 
disease with potential to support clinical decision making. 

There are different techniques to initial diagnostics of TIA: neuropsychological testing, 
statistical  approach,  artificial  intelligence  approach  [3-8].  The  main  disadvantage  of 
neuropsychological testing is correlation on a doctor qualification and low accuracy. The 
statistical  approach demands large database.  The artificial  intelligence techniques use 
neural  networks,  genetic  algorithm,  fuzzy  logic  or  combination  of  abovementioned 
approaches. Such a technique is characterized with high accuracy and demands not too 
big data set in comparison with the statistical approach. Therefore artificial intelligence 
techniques can be appropriate tools for TIA detection and recognition.  In this paper we 
propose  neural  network  model  for  TIA  detection  and  recognition.  Neural  networks 
technique is used to reduce the diagnostic time and the number of misdiagnosis, as well 
as to assist a doctor in making decision. The database from the 5th city hospital of Minsk 
was used. 
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The efficiency of the proposed neural network model in detection and recognition of 
transient ischemic attacks is illustrated by the experimental results.

The paper is organized as follows. A brief review of related works is given in Section 2. 
The basic information about transient ischemic attacks is presented in Section 3. Section 
4 describes patient’s data. The proposed neural network model for TIA recognition is 
detailed in  sections 5,  6  and 7.  In  Section 8 the experimental  results  are  described.  
Finally, concluding remarks are made in the last section.

2 Related Researches

At  present  time  there  exist  different  approaches  to  preliminary  diagnostics  of  TIA. 
Neuropsychological testing is used for initial evaluation of TIA very often [3]. However 
neuropsychological testing greatly depends on doctor qualification and therefore is very 
subjective.

The recognition tool for transient ischemic attack is described in [4]. The authors applied 
multivariate  logistic  regression  using  ROC (receiver  operating  characteristic  curves) 
analysis  to  develop clinical  scoring system. This  system correctly  identified 85% of 
patients with a cerebrovascular diagnosis and 54% with a non-cerebrovascular diagnosis. 
However such an approach demands the big database. 

The neural networks for Ischemic Stroke are presented in [6]. The proposed models were 
developed for rapid classification into the following outputs: no event, TIA or stroke in 
left carotid, right carotid, verterobasilar. 

In  [7-8]  the  backpropagation  neural  networks  for  the  prediction  of  thrombo-embolic 
stroke are described. The architecture of neural network consists of 20 input units, 10 
hidden and 10 output units. The prediction accuracy is 78,52% using training set and 
90,61% using testing data set.

The mentioned above neural  networks approaches  are differed  each  from other  used 
input and output data, as well as database of patients. Therefore it is very difficult to 
compare different approaches. 
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3 Transient  Ischemic Attacks

A transient  ischemic attacks (TIA)  is a  transient  episode of neurological  dysfunction 
caused by focal brain, spinal-cord or retinal ischemia without acute infarction [3]. It is 
result  of  temporary  reduction  or  cessation  of  cerebral  blood  flow  in  a  specific  
neurovascular distribution due to low flow through a partially occluded vessel, an acute 
thromboembolic  event,  or  stenosis  of  a  small  penetrating  vessel.  Transient  ischemic 
attacks are named also thrombo-embolic stroke. After TIA the risk of early acute stroke 
is  increased.  Therefore  the  preliminary  diagnosis  of  TIA is  of  great  importance  for 
prevention of acute stroke. However research has shown a high rate of misdiagnosis of 
TIA [2]. 

4 Patient Data

The data from the 5th city hospital of Minsk have been collected about 114 patients who 
have symptoms of different TIA diseases.  38 parameters have been selected for each 
patient, such as age, sex, residence, education, trade, conflicts on job, residence change 
for last 10 years, trade change for last 10 year, features of night dream, sleeplessness, 
heredity  on  pathology brain  vessels,  heredity  on  other  diseases,  arterial  hypertensia, 
diastolic pressure, auscultation hearts, heart borders, changes on electrocardiogram, heart 
pain,  cardiac  arrhythmia,  chronic  bronchitis,  chronic  hepatocholecystitis,  chronic 
gastritis, nephrolithiasis, osteochondrosis,  meteodependence,  the alcohol use,  smoking 
(amount),  smoking  (age),  working  capacity,  irritability,  memory  decline  (degree), 
memory  decline  (occurrence  time),  vision  acuity  decrease  (degree),  vision  acuity 
decrease (occurrence time),  vision disorders,  headache (nature),  headache (occurrence 
time), dizziness. The TIA can be classified into 3 classes: TIA1, TIA2 and TIA3. The 
data set contain 28 patterns of TIA1, 25 patterns of TIA2, 27 patterns of TIA3 and 34 
patterns of  normal state without TIA.

5 Proposed Model

The  proposed  model  is  based  on  two  different  neural  networks.  The  38  features 
mentioned above are used as input vector, which contains information about patient. The 
output data of neural network model represent the 4-dimensional vector,  where 4 are 
number of TIA classes plus normal state. The data processing consists of two stages. The 
first  stage of  data processing is feature selection.  The important  question concerning 
input  data  is  the  following:  which  input  parameters  are  really  useful  and  contribute 
significantly to the performance of neural  networks? In this work nonlinear principal 
component  analysis  (NPCA  neural  network)  for  significant  information  from  data 
extraction and dimensionality reduction is proposed. It transforms 38-dimensional input 
vectors into 12-dimensional target vectors.
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The second stage of data processing is to detect  and to recognize transient  ischemic 
attacks. Compressed on the previous step data contain the useful information from input 
data  and  are  used  as  inputs  on  the  second stage  of  data  processing.  The multilayer 
perceptron (MLP) is applied for transient ischemic attacks recognition. 

Thereby the neural network model consists of two neural networks: NPCA and MLP 
(Fig. 1).

Figure 1: Architecture of the system

Before entering to NPCA the data should transform by the following way:

x i
k=

xi
k
−μ( x i )

σ ( x i
k
)

, (1)

μ( x i)=
1
L
∑
k=1

L

xi
k , (2)

σ ( x i
k )=

1
L
∑
k=1

L

( xi
k−μ (x i ))

2 , (3)

where L is training data set dimension.

After  training  the  neural  network  model  have  ability  to  transient  ischemic  attacks 
recognition.

6 NPCA  Neural Network

Let’s  consider  an autoencoder,  which is  also called  recirculation or replicator  neural 
network  as  it  is  shown in  Fig.  2.  It  is  represented  by  multilayer  perceptron,  which 
performs the nonlinear compression of the dataset through a bottleneck in the hidden 
layer.  As we can see  the nodes are  partitioned in  three  layers.  The bottleneck layer  
performs the compression of the input dataset. 
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Figure 2: NPCA neural network.

After training the NPCA neural network can perform orthogonal compression of input 
data set.

7 Multilayer Neural Network

As  it  has  been  mentioned  before  the  architecture  of  the  neural  network  for  TIA 
recognition used in this paper is the multilayered feed-forward network with 12 input 
units, 5 hidden units and 4 output units. The activation function for each unit of hidden 
and  output  layers  is  sigmoid  function.  The number  of  input  neurons  corresponds  to 
dimension of compressed data and the number of output units corresponds to number of 
classes TIA and normal state. The number of hidden units was defined by experimental 
way. The backpropagation algorithm is used for training multilayer perceptron. Output 
value of a neural network is the number in a range from 0 up to 1 which characterizes 
probability of diagnostics for corresponding class of TIA.

8 Results and Discussion

For training and testing proposed neural network model the clinical observations of 114 
patients with 38 parameters have been used. The clinical data set contain 28 patterns of 
TIA1, 25 patterns of TIA2, 27 patterns of TIA3 and 34 patterns of  normal state without 
TIA. At the beginning the experiments with NPCA neural network have been performed 
using backpropagation algorithm together with the Gram-Schmidt procedure.

Let’s consider the mapping of input space data for normal state and TIA classes of attack 
on the plane of two and three principal components (Fig.3). As can be seen from the Fig. 
3 the data, which belong different types of attacks are located in compact areas. 

The all data set have been divided into 2 groups: the training data set and testing data set.  
The recognition accuracy is 100% using training data set and 78% using testing data set  
(Table 1).
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9 Conclusion

In this paper the neural network model for transient ischemic attacks recognition have 
been addressed.  The proposed approach  is based on integration of the NPCA neural 
network  and  multilayer  perceptron.  The  dataset  from  clinic  have  been  used  for 
experiments performing. Combining two different neural networks (NPCA and MLP) it 
is  possible  to  produce  efficient  performance  in  terms  of  detection  and  recognition 
transient ischemic attacks. The main advantages of using neural network techniques are 
the ability to recognize  “novel” TIA attack instances  and quickness  of work.  Neural 
networks  technique  permits  to  reduce  the  diagnostic  time  and  the  number  of 
misdiagnosis, as well as to assist the doctor in making decision.

Table 1: Recognition Accuracy

Number of 
patterns in 

training data 
set

Number of 
patterns in 

testing data set

Recognition 
accuracy on 

training data set

Recognition accuracy 
on testing data set

90 24 100% 78%

(a) (b)

Figure 3: Data Visualization on plane of two (a) and three (b) principal components.
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Abstract: In  this  article  the  artificial  immune  system  and  neural  network 
techniques for intrusion detection have been addressed. The AIS allows detecting 
unknown  samples  of  computer  attacks.  The  integration  of  AIS  and  neural  
networks as detectors permits to increase performance of the system security. The 
detector  structure  is  based on  the integration of  the different  neural  networks 
namely RNN and MLP. The KDD dataset was used for experiments performing. 
The  experimental  results  show  that  such  intrusion  detection  system  has 
possibilities for detection and recognition computer attacks.

1 Introduction

Different defense approaches exist to protect computer systems. All approaches can 
be divided into two main groups: organizational and technical. Technical approaches 
consist of network and hostbased techniques. In this article we will discuss network 
security tools namely intrusion detection systems.

The aim of Intrusion Detection Systems (IDS) is detecting inappropriate, incorrect or 
anomalous activity in computer systems or computer networks.

There are a lot of different means to protect computer networks: correct policy of 
security, gateway filters, anti-virus software etc. But as a rule IDS is assigned the role of 
a basic element of protection. IDS are used for early notification about network 
problems because generally they are allocated at a network level where suspicious 
actions can be found out earlier, then at higher levels. Besides IDS is able to gather 
necessary evidences of malicious activity as well as to reveal latent tendencies. This 
becomes possible due to analysis of plenty of the data.

The major problems of existing models are recognition of new attacks, low accuracy, 
detection time and system adaptability. The current anomaly detection systems are not 
adequate for real-time effective intrusion prevention. Therefore processing a large 
amount of audit data in real time is very important for practical implementation of IDS. 
It is difficult to eliminate stated disadvantages using only classical computer security 
methods. Therefore IDS have been closely studied recently. Researchers in this area 
have developed a variety of intrusion detection systems based on: statistical methods [1, 
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2], neural networks [3, 4], decision trees and SVMs [5], genetic algorithms and artificial 
immune systems [6, 7, 8, 9].

There exist two main intrusion detection methods: misuse detection and anomaly 
detection. Misuse Detection is based on the known signatures of intrusions or 
vulnerabilities. The main disadvantage of this approach is that it cannot detect novel or 
unknown attacks that were not previously defined. Anomaly Detection [10] defines 
normal behaviour and assumes that an intrusion is any unacceptable deviation from the 
normal behaviour. The main advantage of anomaly detection model is the ability to 
detect unknown attacks.

Researches of the natural mechanism of revealing of problems in the Human Immune 
System (HIS) can be used for building of an intrusion detection system owing to the fact 
that major principles of functioning are similar in both cases [11]. In the HIS the 
mechanisms of the nonspecific protection and the innate immunity realize the misuse 
detection function. The HIS consists of various immune cells, chemical signals, fibers 
etc. Their coordinated work allows to find out deviations in an organism of a person, to 
classify them and to start the mechanism of the immune answer. The properties of the 
distribution and self-organizing (adaptation to changing conditions), incorporated in the 
HIS, meet the basic requirements to systems of anomaly detection. Thus, modeling of 
the HIS includes development of algorithms of dynamic creation and updating of 
signatures, and also algorithms of anomaly detection by means of comparison to the 
current data.

In this work we propose our own solution of Multi-agent Intrusion Detection System 
that is a combination of Artificial Immune System (AIS) mechanisms and Artificial 
Neural Networks (ANN) to receive advantages from both approaches. We hope that such 
IDS will be able to perform dynamic anomaly detection and misuse detection in the real 
time mode.

This article is an extension of the previous work [12, 13, 14] associated with the 
development of intrusion detection system with the neural network classifier. 
Classification is the main problem in the intrusion detection domain.

The paper is organized as follows. The basic conception of an immune system 
functioning is given in Section 2. Section 3 deals with the neural network detector we 
use to build the multi-agent environment based on artificial immune system principles. 
Section 4 will briefly introduce the general ideas of the multi-agent modeling. In Section 
5 the experimental results are described. Finally, concluding remarks are made in the last 
section.

2 Immune System

To begin with the Artificial Immune System for the Intrusion Detection domain, let’s 
discuss  how the  Human  Immune  System works.  This  description  will  be  simplified 
because the aim is to consider those basic elements that can be transferred to computer 
networks.
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If one can say so, a major principle of the human immune system is a comparison of  
certain “patterns” with bodies located in a human organism. Thus we can reveal foreign 
bodes named antigens. 

In  real  life  lymphocytes  carry  out  the  role  of  the  mentioned  patterns.  They  are 
constantly generated by a spinal cord and thymus in view of the information contained in 
DNA (such information is accumulated, and this process is known as evolution of genic 
library). The lymphocytes spread in the organism through lymphatic nodes. Each type of 
the lymphocyte is responsible for detection of some limited number of antigens. There is 
an important stage during lymphocyte generation –  negative selection. On this stage a 
special  test  on conformity with the native cells  of the organism is executed.  If  such 
conformity takes place, the lymphocyte is killed. In fact otherwise it will struggle with 
the own cells of the organism. Due to the negative selection the “patterns” contain the 
information that is absent inside the organism. If any external body fit the given pattern  
than it is a foreign body.

In case of  the lymphocytes  detect  an antigen on the ground of  the corresponding 
pattern  the  new  antibodies  are  produced  and  destroy  the  antigen.  There  is  another 
mechanism that is known as  clone selection. This mechanism is similar to the  natural 
selection:  only  those  antibodies  survive  that  as  much  as  possible  correspond  to  the 
detected  antigen.  Thus  the  data  on  the  generated  antibodies  get  to  the genic  library 
mentioned above.

The most natural domain in which to begin applying the immune system mechanisms 
is computer  security,  where  the analogy between protecting a body and protecting a 
normally operating computer is evident.

Experts working in the area of AIS mark out three fundamental  properties  of the 
human immune system:

- Firstly, it is distributed;
- Secondly, it is self-organizing;
- And thirdly, it is not especially demanding to computer resources.
In the opinion of many experts an efficient intrusion detection system should possess 

all of this properties.

3 Neural Network Detector

In our intrusion detection system artificial neural network detectors perform the 
function of lymphocytes in the HIS. Neural Networks (NN) have good generalization 
capabilities and can be efficiently used for approximation task, classification and 
processing of noisy data, what is especially important for intrusion detection. 

We propose to use the integration of PCA (Principal Component Analysis neural 
network) and MLP (Multilayer Perceptron) as for basic element of the IDS (Fig.1). 
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Figure 1: Detector for immune system construction

The 41 features from KDD dataset [15] are used for input data. These features contain 
the TCP-connection information. The PCA network, which is also called a Recirculation 
Neural Network (RNN), transforms 41-dimensional input vectors into 12-dimensional 
output vectors. The MLP processes those given compressed data to recognize type of 
attacks or normal transactions.

Such a detector specializes in a certain type of attack. There are two output values  
“yes” (when the entrance pattern relates to the given type of attack) and ”no” (when the 
entrance pattern is not attack of the considered type).

It is also possible to use detectors of another structure (Fig.2, for details see our 
previous works [12, 13, 14]) but in the article we will only refer to the detector shown in 
Fig.1.

Figure 2: Other variants of detectors

After training of the neural networks they are ready to perform intrusion detection 
function.

4 Multi-agent System Based on Neural Network

The multi-agent system uses several neural network detectors that specialize different 
fields of knowledge.

Real immune systems are too complicated with a lot of complex protecting 
mechanisms. But we need not all of them. So constructing our own multi-agent system 
for intrusion detection we will use only the basic principles and mechanisms of the 
biological immune systems such as: generation and training of structurally diverse 
detectors, selection of appropriate detectors, ability of detectors to find out abnormal 
activity, cloning and mutation of detectors, forming of immune memory.
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Let’s consider the generalized structure of the multi-agent IDS shown in Fig 3.
First of all, already known samples of normal network activity and attacks are placed 

into two databases of normal instances and attack instances respectively. Each sample is 
labeled either as an attack type or non-attack. These databases are used as a source for 
generation of training sets for the neural network detectors and for testing the 
performance of the IDS. 

The next step includes creation of the detectors and the training procedure. Normal 
and attack samples are randomly selected from the mentioned above databases forming a 
training set for an immature detector. 

The periodical testing phase is necessary to control current state of the IDS for 
revelation of the detectors failed to train (this detectors are immediately deleted from the 
system) and to calculate of efficiency parameters for each detector. We can use 
something like this expression shown in the simplified form as for the efficiency 
parameter: EF = count_of_true_alarms – count_of_false_alarms.

A collection  of  the  immune detectors  makes  up  a  population that  circulates  in  a  
computer system and performs recognition of network attacks. It is possible to generate  
hundreds and thousands of the detectors each of them is responsible for a definite attack 
type. Availability of various input instances and element of chance during the education 
stage provide large quantity of the structurally different detectors. During the network 
traffic  scan  each  detector  performs  recognition  of  the  input  vector  and  an  overall 
conclusion is reported to a human operator who decides whether there is a true anomaly.

Dynamic nature of the proposed intrusion detection system is provided by regular 
renovation of the detectors in the population. This is a result of continuous cloning and 
mutation procedures; updating the set of the detectors with new members and removal of 
inefficient or long-life detectors.

Samples selected for the training purposes greatly influence the results of training 
stage and neural network generalization abilities. So preparing different training sets we 
can change the detector behavior and its ability to recognize certain input instances. So 
we  can  use  this  property  of  neural  networks  for  preparing  detectors  with  various 
generalization capabilities. 

The cloning procedure is equal to retraining the detector with the minimal efficiency 
rates on the training set of the detector with the maximum performance (both detectors 
have to specialize in the same attack type). 

The mutation procedure is related with retraining of the randomly selected detectors 
from the  population.  Besides  samples  for  the training are  renewed.  So the mutation 
introduces into the intrusion detection system an element of randomness.

Inefficient detectors and detectors with the completed lifetime parameter are removed 
from the system or replaced by new randomly created detectors.

However,  if  a  detector  achieves  the  highest  values  of  the  efficiency  among  the 
detectors specialized in the certain attack type, it enters the immune memory to reserve  
here its configuration parameters (in the case of neural network detectors – a vector of its 
weight coefficients). These memory detectors can be easily activated, for example, in the 
case when overall system performance will reduce greatly.   
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Each  detector  is  represented  by  the  artificial  neural  network  consisted  of  the 
recirculation neural network and the multilayer perceptron, which functions were already 
discussed above. 

Figure 3: Simplified multi-agent IDS functioning

The detectors, which represent the same type of attack, are combined in groups from 
3 to 10. Generally, all the detectors in the group give the diverse conclusions, which is  
the results of casual processes during the training. Theoretically, the number of detectors  
in the system is not limited and their number can be easily varied, but in real world  
problems with computational resources such as operative memory, speed etc…, arise.

Recognition process  of  an  entrance  pattern  consists  of  the  following sequence  of 
steps:
1. Input pattern is transmitted to the multi-agent system.
2. Each detector gives a conclusion about entrance activity.
3. So-called  factor of reliability  on each group of the detectors is formed. This factor 

reflects  percent  of  voices  in  the  group,  given  for  the  type  of  attack  the  group is  
specialized in.
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4. The analysis  of  factors  of  reliability,  obtained from each  group,  is  carried  out.  A 
decision of the group with the maximum value of the factor is considered to be the  
final decision.
After information about new attack have been received (from a network administrator 

or  other  sources)  it  is  appended  to  the  database  and  new  group  of  the  detectors  
specialized on this type of attack appears.  Thus new data are involved into the system 
work.

The  obvious  advantage  of  such  an  approach  is,  (i)  Training  process  is  made 
comparatively easily;  (ii) Detectors  are trained on a smaller number of samples than 
models  considered  in  the  previous  works;  (iii)  It  allows  to  increase  quality  of  their 
training and to considerably reduce time spent for preparation of the next detector.

5 EXPERIMENTAL RESULTS

In our work artificial immune system has been exploited for a development of multi-
agent IDS.

Several important questions that strongly influence the efficiency of the model arise 
in the course of designing multi-agent structures: obtaining of the generalized decision 
on the basis of the set of detector opinions, selection of detectors, cloning and mutation, 
destruction of bad and/or irrelevant detectors.

There are a lot of random events during the multi-agent system functioning. So first 
of all it is necessary to be convinced of the IDS stable work. Look at Fig.4. Here we can 
see that the detection rate and the false positive rate for some testing set appear not to  
exceed certain boundaries during long time functioning. 
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Figure 4: Demonstration of the multi-agent IDS stable work
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Let’s consider how such a multi-agent system works from an example of a population 
of detectors. The population consists of 110 detectors (5 detectors in a group for each 
attack type from the KDD dataset). The results (Table 1, 2) were prepared in the same 
way as for the models in our previous works [12, 13, 14] so that we can compare them 
easily. 

Table 1: Training and testing sets

DoS U2R R2L Probe Normal
Total 
count

training 
samples

3571 37 278 800 1500 6186

testing 
samples

391458 52 1126 4107 97277 494020

Table 2: Attack classification with the multi-agent IDS

class count detected recognized

DoS 391458 386673 (98.78%) 368753 (94.20%)

U2R 52 47 (90.39%) 45 (86.54%)

R2L 1126 1097 (97.42%) 930 (82.59%)

Probe 4107 4066 (99.00%) 4016 (97.78%)

Normal 97277 --- 82903 (85.22%)

The second experiment (Table 3) is related with the recognition of new attacks. For 
this purpose, we prepared a special set of samples for testing and training. The testing 
samples consist of network connection records that represent some of the most popular  
network services taken from the KDD dataset (http, ftp, ftp data, smtp, pop3, telnet). As 
dataset for training, we generated a considerably reducing number of samples for each 
attack type. Also what is necessary to draw attention is that the records of some scanty  
attack types were entirely excluded from the training set.  Therefore,  only 9 types of 
attacks have been selected here. Accordingly, 9 groups (5 detectors in each) have been 
generated. So, the quantity of the population has made up 45 detectors. 
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Table 3: Attack detection with the multi-agent IDS (Step 1)

type count detected

Normal 75952 75269 (99.10%)

Back 2203 2157 (97.91%)

Neptune 901 899 (99.78%)

Buffer_overflow 30 28 (93.33%)

Loadmodule 9 8 (88.89%)

Guess_passwd 53 52 (98.11%)

Warezclient 1015 966 (95.17%)

Ipsweep 9 9 (100.00%)

Portsweep 15 14 (93.33%)

Satan 10 8 (80.00%)

After several iterations had passed we added few instances of “warezmaster” attack to 
the database. As a result 5 additional detectors appeared in the population specialized in 
this attack type. The results taking after this manipulations are shown in Table 4.  

Table 4: Attack detection with the multi-agent IDS (Step 2)

type count detected

Normal 75952 75169 (98.97%)

Back 2203 2174 (98.68%)

Neptune 901 900 (99.89%)

Buffer_overflow 30 26 (86.67%)

Loadmodule 9 8 (88.89%)

guess_passwd 53 53 (100.00%)

Warezclient 1015 947 (93.30%)

Warezmaster * 20 18 (90.00%)

Ipsweep 9 9 (100.00%)

Portsweep 15 14 (93.33%)

Satan 10 8 (80.00%)

* - the attack that was added to the database

The results shown in Table 5 show a lot of records corresponding to new attacks were 
detected and classified as an “attack”. It means that multi-agent systems are capable of 
detecting new attacks and have high generalization capacity.

63



Table 5: Attack detection with the multi-agent IDS (Step 3)

type count detected

Normal 75952 74340 (97.88%)

Back 2203 2169 (98.46%)

Land* 1 1 (100.00%)

Neptune 901 900 (99.89%)

Buffer_overflow 30 26 (86.67%)

Loadmodule 9 9 (100.00%)

Perl* 3 0 (0.00%)

Rootkit* 7 3 (42.86%)

ftp_write* 6 5 (83.33%)

guess_passwd 53 53 (100.00%)

Multihop* 7 5 (71.43%)

Phf* 4 0 (0.00%)

Spy* 2 0 (0.00%)

Warezclient 1015 981 (96.65%)

Warezmaster 20 19 (95.00%)

Ipsweep 9 9 (100.00%)

Nmap* 2 2 (100.00%)

Portsweep 15 15 (100.00%)

Satan 10 8 (80.00%)

* - the attacks that were absent in the training set

6 Conclusion

We have discussed only the prototype of multi-agent IDS that is based on artificial 
immune system and oriented to work on a single machine. Nevertheless, the results are 
promising due to the fact that many unknown records were detected. Extension of the 
proposed approach based on the multi-agent environment will allow us to build a real  
time intrusion detection system to protect local networks. Separate modules located on 
protected machines in different places of LAN will exchange data about their detectors  
what will make intrusion detection process more adaptable and quick reaction.
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